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Some special distributions: 

 

In this section two additional distribution, known as T or t and F, are defined 

 

1. T-distribution: 

 

What Is a T Distribution? 

 

The T distribution, also known as the Student’s t-distribution, is a type of probability distribution that is 

similar to the normal distribution with its bell shape but has heavier tails. T distributions have a greater 

chance for extreme values than normal distributions, hence the fatter. 

What Does a T Distribution Tell You?  

 

Tail heaviness is determined by a parameter of the T distribution called degrees of freedom, with 

smaller values giving heavier tails, and with higher values making the T distribution look alike a 

standard normal distribution with a mean of 0, and a standard deviation of 1. The T distribution is 

also known as "Student's T Distribution."  

 

 

 

The 𝒕 Distributions:    (Hogg – p.143) 

 

Let 𝑊 denote a random variable that is 𝑁(0, 1); let 𝑉 denote a random variable that is 𝜒(𝑟)
2 ; and 

let 𝑊 and 𝑉 be stochastically independent, Then the joint p.d.f. of 𝑊 and 𝑉, say 𝜑(𝑤, 𝑉), is the 

product of the p.d.f. of 𝑊 and that of 𝑉 or 

 

 

  

 

 

 

 

https://www.investopedia.com/terms/p/probabilitydistribution.asp
https://www.investopedia.com/terms/n/normaldistribution.asp
https://www.investopedia.com/terms/d/degrees-of-freedom.asp
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Define a new random variable 𝑇,  by writing        

 

 

The change-of-variable technique will be used to obtain the p.d.f. g1(𝑡) of 𝑇. The equations 

 

 

 

define a one-to-one transformation that maps A  =  {(𝑤, 𝑣) ; −∞ < 𝑤 < ∞, 0 < 𝑣 < ∞} onto ℬ=  

{(𝑡, 𝑢) ; ; −∞ < 𝑡 < ∞, 0 < 𝑢 < ∞} , Since 

 

𝑤 = 𝑡
√𝑢

√𝑟
 , 𝑣 = 𝑢, the absolute value of the Jacobian of the transformation 

is |𝐽| =
√𝑢

√𝑟
. Accordingly, the joint p.d.f. of 𝑇 and 𝑈 = 𝑉 is given by  

 

 

 

 

 

 

 

 

 

The marginal p.d.f. of 𝑇 is then 

 

 

 

 

 

 

 

In this integral let = 𝑢 [1 + (
𝑡2

𝑟
)] /2 , and it is seen that  

 

 

 

 

 

 

 

 

Thus, if 𝑊 is 𝑁(0, 1), if 𝑉 is 𝜒(𝑟)
2 , and if 𝑊 and 𝑉 are stochastically 

independent, then 
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The distribution of the random variable 𝑇 is usually called a 𝑡 distribution. It should be observed 

that a 𝑡 distribution is completely determined by the parameter 𝑟, the number of degrees of freedom 

of the random variable that has the 

chi-square distribution. Some approximate values of can be found in Table 1. 

 

                    

 

for selected values of  𝑟 and 𝑡, can be found in the graph above (r is the degree of freedom). 

  

 

Notes:  The Difference Between a T Distribution and a Normal Distribution : 

 

Normal distributions are used when the population distribution is assumed to be normal. The T 

distribution is similar to the normal distribution, just with fatter tails.  Both assume a normally 

distributed population. T distributions have higher kurtosis than normal distributions. The 

probability of getting values very far from the mean is larger with a T distribution than a normal 

distribution.  Difference between using a normal and T distribution is relatively small.  

 

 

Examples: 
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Table 1: t distribution: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next consider two stochastically independent chi-square random variables 𝑈 and 𝑉 having 𝑟1 and 

𝑟2 degrees of freedom, respectively. The joint p.d.f. 𝜑(𝑈, 𝑉), of 𝑈 and 𝑉 is then 

 

 

 

 

 

The mean and variance for a T-Random variable 
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Note:   

A Student's t random variable does not possess a moment generating function. i.e : m.g.f. for 

t-dis cannot be determined as the integral diverges. 

 

 

The variance for t-dis: 

 

We need to evaluate 𝑬( 𝑿𝟐)  : 
 

𝑬( 𝑿𝟐) is: 
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F- distribution: 

 

We define the new random variable F  (Hogg – p.143) 

 

 

 

 

Where U and V are iid with Chi-square dis with 𝑟1, 𝑟2 degrees of freedom respectively. 

The joint p.d.f is given as  

and we propose finding the p.d.f. g1(𝑓)of 𝐹. The equations 

 

 

 

 

define a one-to-one transformation that maps A  =  {(𝑢, 𝑣) ; 0 < 𝑢 < ∞, 0 < 𝑣 < ∞} onto ℬ=  

{(𝑓, 𝑧) ; ; 0 < 𝑓 < ∞, 0 < 𝑧 < ∞} , Since  

𝑢 = (
𝑟1

𝑟2
)𝑧𝑓 , 𝑣 = 𝑧, the absolute value of the Jacobian of the transformation 

is |𝐽| = (
𝑟1

𝑟2
)𝑧. The joint p.d.f. g(𝑓, 𝑧) of 𝐹 and 𝑧 = 𝑉 is then 

 

 

  

 

 

 

provided that (𝑓, 𝑧) ∈ ℬ, and zero elsewhere. The marginal p.d.f. g1(𝑓) 

of 𝐹 is then 

 

 

 

 

 

 

If we change the variable of integration by writing 

 

 

it can be seen that 
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F-distribution: 

 

F-distribution is a useful probability distribution for studying population variances. Some 

important properties for F-dis. 

• The F-distribution is a family of distributions. This means that there is an infinite number 

of different F-distributions. The particular F-distribution that we define depends upon the 

number of degrees of freedom . This feature of the F-distribution is similar to both the t-

distribution and the chi-square distribution. 

• The F-distribution is either zero or positive, so there are no negative values for F. This 

feature of the F-distribution is similar to the chi-square distribution. 

• The F-distribution is skewed to the right. Thus, this probability distribution is 

nonsymmetrical. This feature of the F-distribution is similar to the chi-square distribution. 

 

 
 

 

 

 

 

 

 

It should be observed that an 𝐹 distribution is completely determined by the two parameters 𝑟1 and 

𝑟2 Table 2 gives some approximate values of 

 

 

 

for selected values of 𝑟1, 𝑟2, and f. 

 

See Table 2: 

 

 

 

https://www.thoughtco.com/what-is-a-degree-of-freedom-3126416
https://www.thoughtco.com/what-is-skewness-in-statistics-3126242
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Exercises: 

 

 

1. Let 𝑇 have a 𝑡 distribution with 10 degrees of freedom. Find Pr (|𝑇| >  2.228) from Table 1. 

 

2. Let 𝑇 have a 𝑡 distribution with 14 degrees of freedom. Determine 𝑏 so that Pr(−𝑏 < 𝑇 < 𝑏) =
0.90). 

 

3. Let 𝐹 have an 𝐹 distribution with parameters 𝑟1 and 𝑟2 Prove that 1/𝐹 has an 𝐹 distribution with 

parameters 𝑟1 and 𝑟2. 

 

4. If 𝐹 has an 𝐹 distribution with parameters 𝑟1 = 5 and 𝑟2 = 10, find 𝑎 and 𝑏 so that Pr(𝐹 ≤ 𝑎) =
0.05 ) and Pr(𝐹 ≤ 𝑏) = 0.95 ), and, accordingly, 

Pr(𝑎 < 𝐹 < 𝑏) = 0.90). Hint. Write Pr(𝐹 ≤ 𝑎) = Pr (
1

𝐹
≥

1

𝑎
) = 1 − (

1

𝐹
≤

1

𝑎
). 

 

5. Let = 𝑊/√𝑉/𝑟 ,  where the stochastically independent variables 𝑊 and 𝑉 are, respectively, 

normal with mean zero and variance 1 and chi-square with 𝑟 degrees of freedom. Show that 𝑇2 

has an 𝐹 distribution with parameters 𝑟1 = 1 and 𝑟2 = 𝑟. Hint. What is the distribution of the 

numerator of 𝑇2? 

 

6. Show that the 𝑡 distribution with 𝑟 =1 degree of freedom and the Cauchy distribution are the 

same. 

 

7. Show that 

 

 

 

where 𝐹 has an 𝐹 distribution with parameters 𝑟1 and 𝑟2, has a beta distribution. 

 

 

8. Let 𝑋1 𝑎𝑛𝑑 𝑋2 be a random sample from a distribution having the p.d.f. 𝑓(𝑥) = 𝑒−𝑥  , 0 <  𝑥 <
 ∞,, zero elsewhere. Show that 𝑍 = 𝑋1/𝑋2 has an 𝐹 distribution. 
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Table 2: 

 


