
Question Bank 

 
Q1: Let 𝑋1, 𝑋2, … , 𝑋𝑛   be a random sample from a normal distribution function  ~ N( μ , σ2 ),   

Find: 

1. MLE estimator for σ2. 

2. The MSE for two estimators defined as: 

     𝑆2 =  ∑
(𝑋𝑖− �̅�)2

𝑛−1

𝑛
𝑖=1 ;  �̂�2 =  ∑

(𝑋𝑖− �̅�)2

𝑛

𝑛
𝑖=1   then compare the two estimators 

according to MSEs. 

   

 a- Construct the confidence interval for μ , the mean of a random variable 𝑋  ~ 𝑁(𝜇, 𝜎2) when 

the  variance σ2 is unknown and the size of the random sample is small. 

   b- if a R. S. of size n=10 taken from a population distributed as normal gives   𝑋 ̅  164.9, 𝑆 =
4.157  find  95% C. I. for:      

            i) 𝜇  when  𝜎2 is unknown.   ii)  for  𝜎2  when   𝜇  is    unknown.   

 

 

 

  c-  a random variable 𝑋  ~ 𝑁(𝜇, 𝜎2). Construct a 95 percent confidence interval for 𝜎2 when the 

mean 𝜇 is unkown.     

 

Q2: If a random variable  𝑋  ~ 𝐵(𝑛, 𝑃))  and   𝑃 ̂ = 𝑋/𝑛 , then:  

1. Is  𝑃 ̂  a Minimum Variance Unbiased and consistent estimator for  𝑃 ?  

2. Find the efficiency for  𝑃 ̂. 
 

Q3: Let  𝑋1, 𝑋2, . . , 𝑋𝑛 be a random sample from a distribution function defined as: 

                    𝑓(𝑥, 𝜃) =
2𝑋

𝜃2       0 < 𝑥 < 𝜃 

                1)   Find an estimator for 𝜃.  

                   2)  If an estimator for 𝜃 is defined as  �́�  =
4

5
∗ �̅� , Can the Cramer Roa Lower 

Bound be applied to 𝜃 ? Explain your answer.                                                           

 
 

          𝑓(𝑥) =
𝑐𝑋2

9
  𝑓𝑜𝑟    0 < 𝑥 < 3  𝑎𝑛𝑑 𝑧𝑒𝑟𝑜 𝑒𝑙𝑠𝑒,  where c is constant. Define  𝑌 =  𝑋3, find 

the probability distribution function for 𝑌. 

         b-  If F has F-distribution 𝐹(4,2), find a and b so that 𝑝𝑟 { 𝐹 ≤ 𝑎} = 0.05,  

               and    𝑝𝑟{ 𝐹 ≤ 𝑏} = 0.95. 

 

Q4: a- Let X1, X2 𝑏𝑒 two stochastically independent random variables  distributed as Binomial 

where X1 ~ B(10,
1

2
)  and  X2 ~ B(5,

1

2
), define  Y =  𝑋1   − 𝑋2    +  5 , find the distribution 

function for  𝑌 , by using the m.g.f technique.                                                   



 

Q5- Let the random variable 𝑋 have the p.d.f given by: 

                                  𝑓(𝑥) = 1    𝑓𝑜𝑟  0 < 𝑥 < 1,     𝑎𝑛𝑑 𝑧𝑒𝑟𝑜 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 

         Assume that  𝑋1   , 𝑋2   are stochastically independent random   variables  distributed as  𝑓(𝑥).  

Define  𝑌1    =  𝑋1   + 𝑋2   ,  𝑌2    = 𝑋1   − 𝑋2    

1. find the distribution function for 𝑌1   . 

2.  Are  𝑌1    , 𝑌2    independent?     

 

Q6: Assume that 𝑋1, 𝑋2, 𝑋3 are identically independent random variables from uniform 

distribution having the p.d.f. 𝑓(𝑥) =  1 , 0 < 𝑥 < 1  and zero elsewhere.  

        1- Show that there is a unique median m  of the distribution with   F(m) = 1/2;   

        2- Find the value for the median of X. 

 

Q7:   If 𝑋1, 𝑋2, 𝑋3   are iid random variables from a distribution function defined as: 

           f(x) = 2x     0 < 𝑥 < 1,      𝑧𝑒𝑟𝑜 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟  . 

1-  Drive the p.d.f. for  Min{𝑋𝑖},        

2-  Find Pr{ Min{𝑋𝑖} >   0.5} }        

                                                              

Q8:    Let two iid random variables with distribution function defined as: 

            𝑓(𝑥) = 2(1 − 𝑥)            0 < 𝑥 < 1     𝑎𝑛𝑑 𝑧𝑒𝑟𝑜 𝑒𝑙𝑠𝑒 𝑤ℎ𝑒𝑟𝑒 

1. Find  probability  that  {max{𝑋 } > 2 ∗ 𝑀𝑖𝑛 {𝑋}} 

2. If  f(x) =  𝑒𝑥     0 < 𝑥 <  ∞;     then show that  Z= ( 
𝑋1

𝑋2
 )  has an F- distribution . 

 

  Q9: a. Let 𝑿  have the pdf   𝒇(𝒙) =  (𝟏/𝟐)𝒙  , 𝒙 = 𝟏, 𝟐, 𝟑, . ., 𝒛𝒆𝒓𝒐 𝒆𝒍𝒔𝒆𝒘𝒉𝒆𝒓𝒆. Find the 

probability distribution function for  𝒀 =  𝑿𝟑. 

 

 b. Assume that  𝑿𝟏   , 𝑿𝟐   are two stochastically independent binomial random variables 

with parameters 𝒎, 𝒑 𝒂𝒏𝒅  𝒏, 𝒑 respectively. Show that 𝒀 =  𝑿𝟏   +  𝑿𝟐   has 

binomial distribution with parameters 𝒓, 𝒑 where  𝒓 = 𝒏 + 𝒎.                                      

 



Q10-  a.  Consider two stochastically independent random variables  𝑿 and 𝒀 that are distributed 

as 𝑿 ~ 𝑵(𝟎, 𝟏) 𝒂𝒏𝒅  𝒀 ~ 𝝌𝟐(𝒓)  such that  𝒇(𝒚) =
𝟏

𝚪(
𝒓

𝟐
)𝟐

𝒓
𝟐

 𝒚(
𝒓

𝟐
−𝟏) 𝒆−

𝒚

𝟐 ,   𝐟𝐨𝐫   𝒚 > 𝟎,

𝐚𝐧𝐝  𝐳𝐞𝐫𝐨 𝐞𝐥𝐬𝐞𝐰𝐡𝐞𝐫𝐞.  Define  𝑻 =
𝑿

√𝒀/𝒓
 ,   obtain the pdf  for  𝑻.  

 

       b.  If 𝑭 has an 𝑭 distribution with parameters  𝒓𝟏 = 𝟒 and 𝒓𝟐 = 𝟐, find a and b so that 

𝒑𝒓 { 𝑭 ≤ 𝒂} = 𝟎. 𝟎𝟓,  and    𝒑𝒓{ 𝑭 ≤ 𝒃} = 𝟎. 𝟗𝟓. 

                                          

Q11: a- Let 𝑿  have the pdf   𝒇(𝒙) =  (𝟏/𝟐)𝒙  , 𝒙 = 𝟏, 𝟐, 𝟑, . ., 𝒛𝒆𝒓𝒐 𝒆𝒍𝒔𝒆𝒘𝒉𝒆𝒓𝒆. Find the 

probability distribution function for  𝒀 =  𝑿𝟑. 

 

        b. Assume that  𝑿𝟏   , 𝑿𝟐   are two stochastically independent binomial random variables 

with parameters 𝒎, 𝒑 𝒂𝒏𝒅  𝒏, 𝒑 respectively. Show that 𝒀 =  𝑿𝟏   +  𝑿𝟐   has 

binomial distribution with parameters 𝒓, 𝒑 where  𝒓 = 𝒏 + 𝒎. 

 

Q12) a.  Consider two stochastically independent random variables  𝑿 and 𝒀 that are 

distributed as 𝑿 ~ 𝑵(𝟎, 𝟏) 𝒂𝒏𝒅  𝒀 ~ 𝝌𝟐(𝒓)  such that  𝒇(𝒚) =
𝟏

𝚪(
𝒓

𝟐
)𝟐

𝒓
𝟐

 𝒚(
𝒓

𝟐
−𝟏) 𝒆−

𝒚

𝟐 ,   𝐟𝐨𝐫   𝒚 > 𝟎, 𝐚𝐧𝐝  𝐳𝐞𝐫𝐨 𝐞𝐥𝐬𝐞𝐰𝐡𝐞𝐫𝐞.  Define  𝑻 =
𝑿

√𝒀/𝒓
 ,   obtain the 

pdf  for  𝑻.  

 

       b.  If 𝑭 has an 𝑭 distribution with parameters  𝒓𝟏 = 𝟒 and 𝒓𝟐 = 𝟐, find a and b so that 

𝒑𝒓 { 𝑭 ≤ 𝒂} = 𝟎. 𝟎𝟓,  and    𝒑𝒓{ 𝑭 ≤ 𝒃} = 𝟎. 𝟗𝟓. 

                                          

Q13:  Define a random  𝒀 =
𝟏

𝟐
∗ (𝐗𝟏 −  𝐗𝟐)  where 𝐗𝟏 and 𝐗𝟐 are stochastically independent 

random variables having the joint p.d.£. 𝒇(𝒙𝟏,𝒙𝟐) =
𝟏

𝟒
 𝒆( − 

𝒙𝟏+ 𝒙𝟐
𝟐

 ) ,   for: 

             0 < 𝒙𝟏 <  ∞ ,  0 < 𝒙𝟐 <  ∞ . Find 

 

1. The distribution function for 𝒀. 

2. Probability that { 𝒀 >  𝟏   }. 

  Q14)  Let  𝐗𝟏, 𝐗𝟐, 𝐗𝟑 be independent random variables taken from a uniform distribution 

having p.d.f.          𝒇(𝒙) = 𝟏,     𝟎 < 𝒙 < 𝟏    zero elsewhere.  

1. Derive the distribution function for 𝑴𝒊𝒏{𝑿𝒊}; 



2. Determine that prob{ 𝑴𝒊𝒏{𝑿𝒊} > 𝟎. 𝟑}; 

3. If 𝒁 = (𝑴𝒂𝒙{𝑿𝒊} − 𝑴𝒊𝒏{𝑿𝒊}) is the rang for {𝑿𝒊} then find the pdf for   𝒁. 

4.  

Q15:  Define a random  𝒀 =
𝟏

𝟐
∗ (𝐗𝟏 −  𝐗𝟐)  where 𝐗𝟏 and 𝐗𝟐 are stochastically independent 

random variables having the joint p.d.£. 𝒇(𝒙𝟏,𝒙𝟐) =
𝟏

𝟒
 𝒆( − 

𝒙𝟏+ 𝒙𝟐
𝟐

 ) ,   for: 

             0 < 𝒙𝟏 <  ∞ ,  0 < 𝒙𝟐 <  ∞ . Find 

 

3. The distribution function for 𝒀. 

4. Probability that { 𝒀 >  𝟏   }.   

                                                                                                      

  Q15:  Let  𝐗𝟏, 𝐗𝟐, 𝐗𝟑 be independent random variables taken from a uniform distribution having 

p.d.f.          𝒇(𝒙) = 𝟏,     𝟎 < 𝒙 < 𝟏    zero elsewhere.  

5. Derive the distribution function for 𝑴𝒊𝒏{𝑿𝒊}; 

6. Determine that prob{ 𝑴𝒊𝒏{𝑿𝒊} > 𝟎. 𝟑}; 

7. If 𝒁 = (𝑴𝒂𝒙{𝑿𝒊} − 𝑴𝒊𝒏{𝑿𝒊}) is the rang for {𝑿𝒊} then find the pdf for   𝒁. 

 

                                                                           

                     

 

 

  

 

                

           

 


