
Spearman's correlation 

The Spearman rank-order correlation coefficient (Spearman’s Rho ) is a statistical test for 

measuring the dependence between the rankings of two variables; it is used to understand the 

strength of the relationship between these variables that  can be continuous or ordinal and should 

have a monotonic relationship.  

This test is a nonparametric measure, denoted by the symbol 𝑟𝑠 (or the Greek letter ρ, 

pronounced rho) of the strength and direction of association that exists between two 

variables measured on at least an ordinal scale. The test is used for either ordinal variables or 

for continuous data that has failed the assumptions necessary for conducting the Pearson's 

correlation and its interpretation is similar to that of Pearson’s, e.g. the closer 𝜌 is to ±1 the stronger 

the monotonic relationship.  

 

The Spearman Rank Correlation Coefficient (SRCC) for ordinal, interval or ratio scale data is 

the nonparametric version of Pearson’s Correlation Coefficient (PCC). Here nonparametric means 

a statistical test where it's not required for your data to follow a normal distribution. They’re also 

known as distribution-free tests and can provide benefits in certain situations. 

 

Spearman’s rank correlation requires a monotonic relationship between the two variables. A 

monotonic relationship is a relationship that does one of the following: (1) as the value of one 

variable increases, so does the value of the other variable; or (2) as the value of one variable 

increases, the other variable value decreases. Examples of monotonic and non-monotonic 

relationships are presented in the diagram below: 
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𝜌 = 0.9,  very strong correlation. 

 

Note: Compared to the Pearson correlation coefficient, the Spearman correlation does not require 

continuous-level data (interval or ratio), because it uses ranks instead of assumptions about the 

distributions of the two variables.  This allows us to analyze the association between variables of 

ordinal measurement levels.  Moreover, the Spearman correlation does not assume that the 

variables are normally distributed.  A Spearman correlation analysis can therefore be used in many 

cases in which the assumptions of the Pearson correlation (continuous-level variables, linearity, 

and normality) are not met. 

 

 


