Mathematics Dep./ Second Class / Intr. to Statistics. 2023-2024 Instructor: Swar O. Ahmed

CONTINUOUS RANDOM VARIABLES

DEFINITION : A continuous random variable is a function X (s)
from an uncountably infinite sample space S to the real numbers R ,

X(+) : § —- R.
EXAMPLE :
Rotate a pointer about a pivot in a plane (like a hand of a clock).
The outcome is the angle where it stops : 276 , where 6 € (0,1] .
A good sample space is all values of 6 ,ie. S = (0,1].

A very simple example of a continuous random variableis X (60) = 0 .

Suppose any outcome, i.e., any value of € is "equally likely”.

What are the values of

PO<6<3) , PG<6<L3 , PO==5)?7

The (cumulative) probability distribution function is defined as

Fx(z) = P(X <zx).

-

Thus

We must have

Fx(—o0) = 0 and Fx({oo) = 1,

i.e.,
im  Fyilz) = 49,
r——00
and
lim Fx(z) = 1.
T—00
Also, Fx(xz) is a non-decreasing function of =z . ( Why ?7)

NOTE : All the above is the same as for discrete random variables !
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EXAMPLE : In the " pointer ezample 7, where X(0) = 6 , we have
the probability distribution function

F(theta)
A
1
12
13
thets
0 13 12 1 s
Note that
F@) = P(X<}) = 4 . F@) = P(X<} = }
Pi<X<3d) = F§-F3 = 3-3% = ¢.

QUESTION : Whatis P(3 < X <3)7

The probability density function is the derivative of the probability

distribution function :

fx(x) = Fx(z) = EE\'(I)-

EXAMPLE : In the " pointer ezample ”

0, =<0
Fx(x) = ., Ll
Bz i
Thus
0. %0
fx(z) = Fx(z) = 1, 0<z<1
0: 1<z

is then we also write

NOTATION : When it is clear what X
f(z) for fx(z), and F(z) for Fx(z).
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EXAMPLE : ( continued ---)

0, z<0 0, z<0
Flz)=% z; <zl . fk@E) = 1, O<rx1l
¥y lesa 0, 1<g
F(theta) f(theta)
A A
1 1
12
173
theta theta
- -
0 13 172 1 0 1/3 172 1
Distribution function Density function
NOTE :
1 3 1
P(g XX 5) == flz)de = 5 = the shaded area .
1

In general, from

fl) = Fl(a),

F(—o0) = 0 and Fioo) — T,

with

we have from Calculus the following basic identities :

/ | flz)de = / | F'(z)dxr = F(o0)— F(—o00) = 1,
/_I | flz)de —=: P{z)—F(—o0) = Flz) = PIX < ),
f(z)de = F(b)—F(a) = Pla<X <D,

f(z)de = Fla)y=Fla) = 0 = P{(X=a).
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EXERCISE : Draw graphs of the distribution and density functions

0. <0 O <0
F(l)—{l—e", x>0 : f(l)—{ =& >0

€

and verify that

fl@) = F(z),
F(r) = f()r f(z) dz , ( Why is zero as lower limit OK 7 )

Iy dzlides — 1,

PO<X<1) = F(1)— F(0) F(1) = 1—e! = 063,

P(X>1) = 1—-FQ1) = e! =~ 037,

Pl<X<2) = F(2)—F(1) = el—e? = 0.23.

EXERCISE : For positive integer n, consider the density functions

cz?(l—gt) , U= m=<1
fn(x) =

0 otherwise

Determine the value of ¢ in terms of n .

Draw the graph of f,(z) for n=1,2,4,8,16 .

Determine the distribution function Fj,(x) .

Draw the graph of F,(z) for n=1,2,3,4,8,16 .
Determine P(0 < X < %) in terms of n .

What happens to P(0 < X < %) when n becomes large?
Determine P(% <X <1) in terms of n .

What happens to P(% < X <1) when n becomes large?
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Joint distributions

A joint probability density function fxy(x,y) must satisfy

/} / fxy(z,y)de dy = 1 ( “Volume” =1 ).

The corresponding joint probability distribution function is

Y x
Exy(z:y) — PX <z Y 59) = / / fxy(z,y) dz dy .

O*Fxy(x,y)
By Calculus we have 920y = fxy(z,y) .

Also, 5 .5
Pla< X' <b, c<¥=xd) — / / fxy(z,y) dr dy .

EXAMPLE :

If
1 for z € (0,1] and y € (0,1] ,
Ixy(z,y) =
0 otherwise .

then, for « € (0,1] and y € (0,1],
y x
Fxy(zt) = PX<SE, YY) = / / ldz dy = =y .
o Jo

Thus
Fxy(z,y) = =y, for x € (0,1] and y € (0,1] .

For example

P(X<1 S = Bl
_3! _2) e .\.)’(3‘

N =
p—
Il
o =
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f -
us F..;
Also.
3 1
Pl<\’<1 1<Y<3 - il y)dr dy = .
(3=X=3,2sY=7) = : %f(‘l‘y B = g

EXERCISE : Show that we can also compute this as follows :

PG - PG - FGD + FGD)
and explain why !

L
12 -

Marginal density functions

The marginal density functions are

@ = [ fv@wdy o @) = [ vy do.
with corresponding marginal distribution functions
xIr xTr oo
Fx(z) = P(X <zx) = / fx(z)dx = / / fxy(z,y) dydz

Fy(y)

Y Yy oo
rv<y = [ wwa = [ [ fr@ydedy.

By Calculus we have

dFy(x 1Fy-
-F;—l(l) = fx(x) y % = fy(y) -



~

LYPRRE YOUNT WY Y gy o T
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EXAMPLE : If 1 forz € (0,1] and y € (0,1] ,
fxy(z,y) =

0 otherwise

-

then, for = € (0,1] and y € (0,1],
1 1
fx@) = [ rr@ydy = [ 1dy = 1,
JO JO
1 1
fr(y) = / fxy@y)de = [ 1de = 1,
0 JO
Fx(z) = P(X<z) — / fx(@)dr = =z,
JO

y
Foly) = P¥<y) = /U Wy = y.

For example

P(X<i)=Fx@3) =12 , P(Y<})=F@G3) =13
?iEFRC%?E ): - l—e*)(1—e€e?) for x>0 and y>0,
GEAEHY) = 0 otherwise
e Verify that
Pl i) = O*’F e > ¥ for >0 and y>0,
IERAEREL oxdy 0 otherwise

y‘ - - T

Density function fxy(x,y) Distribution function Fy y(z.y)
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EXERCISE : ( continued --- )
Fxy(z,y) = (1—e ")(1—e?) , fxy(z,y) = e Y, forz,y>0.

Also verify the following :

e F(0,00)=0 , F(oo,00)=1,

B f0°° f0°° fxy(z,y)dzdy = 1, ( Why zero lower limits 7 )

o0

e fx(xr) = fO e ldy = 7%
e fy(y) = fooc e~V de = e¥.
e fxy(z,y) = fx(x) - fr(y). (So?)

EXERCISE : ( continued ---)

Fxy(z,y) = (1—e*)(1-€e7?) , fxy(z,y) =¥, forz,y=>0.
Also verify the following :

o Fx(z) = [§fx(@)dz = [fe*ds = 1—e",

e Fy(y) = [ifiydy = [fevdy = 1—e?,

Fxy(z,y) = Fx(z) - Fr(y) . (So?)

e P(l<z<o0) = Fx(oo)—Fx(1) = 1—(1—e™!) = e ! == 0.37,

e P(l<z<2,0<y<1) = [J[?e=¥dxdy

= (el'—e?d)(1—-e1) = 0.15,
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Independent continuous random variables

Recall that two events E and F are independent if

P(EF) = P(E) P(F).

Continuous random variables X (s) and Y (s) are independent if
PXelx;Yely) = P(Xelx)-PY € Iy) ,

for all allowable sets Ix and Iy (typically intervals) of real numbers.

Equivalently. X (s) and Y (s) are independent if for all such sets
Ix and Iy the events

JY_I(IX) and Y'_l(ly) \

are independent in the sample space S.

NOTE : XxYIx)={s €S i X(8)e Ix},
Y '(Iy)={s€eS : Y(s) € Iy} .

FACT : X(s) and Y (s) are wndependent if for all z and y
fxy(z,y) = [fx(x) - fr(y).

EXAMPLE : The random variables with density function

e ™Y forxr>0 and y=>0,
Fxy(@y) = { 0 otherwise |,
are independent because (by the preceding exercise)
fxy(x,y) = ™% = eV = fx(x) fr(y) -

NOTE : ’
o . JA—eT)(1—€eY) forz>0 and y>0,
Fxy(®,y) = { 0 otherwise

also satisfies (by the preceding exercise)

Fxy(xz,y) = Fx(z)-Fy(y).
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PROPERTY :
For wndependent continuous random variables X and Y we have
Fxy(z,y) = Fx(z)-Fy(y), forallz,y.
PROOF :
Fxyv(z,y) = PX=z;Y<y)

= [ [l fxy(z,y) dy dx
= f_Ioo f;yx fx(x) - fy(y) dy dx (by independence)
= [T [ fx(x)- [P fr(y) dy] dax
= [ [l fx(@)dz] - [ [Z, fr(y) dy]
— Fx(2)- Fy(y) -
REMARK : Note how the proof parallels that for the discrete case !
Conditional distributions

Let X and Y be continuous random variables.

For given allowable sets I'x and Iy (typically intervals), let

E, = X YIx) and E, = Y l(Iy),
be their corresponding ewvents in the sample space S .
We | P(E.|E,) = P(E.E,)
e have (Ez|By) = P(E,)
The conditional probability density function is defined as
fxy(x,y)
Ixivizly) = ———=.
v (] fy(y)

When X and Y are independent then

_ Ixy(@y) _ fx(@) i)
Ty (y) fr(y)

(assuming fy(y) # 0 ).

fxyy(zly) fx(z) ,

10
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EXAMPLE : The random variables with density function

e ™Y forr>0 and y >0,

f.\’.Y (‘l". y) =
0 otherwise |

have (by previous exercise) the marginal density functions

fx@ = e, fely) = e,

for x > 0 and y > 0 . and zero otherwise.

Thus for such z,y we have

Ixy(z,y) e "1 i ,
fxiy(zly) = @) = e = F = fx(x),

1.e.. information about Y does not alter the density function of X .

Indeed, we have already seen that X and Y are independent .

Expectation

The expected value of a continuous random variable X is

E[X] = /_ z fx(z) dz

oo

which represents the average value of X over many trials.

The expected value of a function of a random variable is

Bl = [ 9@ rx(@) do.

The expected value of a function of fwo random variables is

Bgxv) = [ [ gy fxvy) dyde.

11
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EXAMPLE :

For the pointer experiment

& <0
Ixtz) = < Iy 0< 251
\0 1< 7

we have

00 1 = 21 1
E [)(] — / T f‘\' (.l'," ) d T — / T dx = 7 | P 5 ,
st o 0

00 0
and
E[X? " g i =y il :
[(X=] = /_OC z* fx(x) de = /0 o= = ?‘0 = =
EXAMPLE : For the joint density function
e ™Y forx>0 and y>0,
fxy(z,y) =
0 otherwise .

we have (by previous exercise) the marginal density functions

e~ forx > 0, & fory > 0,
fx(z) = and fy(y) =

0 otherwise 0 otherwise .
Thus E[X] = / ze*dr = —[(z+1)e®]| = 1. ( Check!)

Jo 0
o0
Similarly E[Y] = / ye Vdy = 1,
Jo
and - e
BIXY] = / / zye *Vdydr = 1. ( Check ! )
Jo Jo

12
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EXERCISE :

Prove the following for continuous random variables :

e FElaX]| = a E[X],
e EaX+0b = aFE[X] + b,
e E[X+Y] = E[X] + E[Y].

and compare the proofs to those for discrete random variables.

EXERCISE :

A stick of length 1 is split at a randomly selected point X.
( Thus X is uniformly distributed in the interval [0, 1]. )

Determine the expected length of the piece containing the point 1/3.

PROPERTY : If X and Y are independent then

E[XY] = |E[X] - E[Y].
PROOF :
EXY] = [l vy fxy(z,y) dy dz
= fR fR zy fx(x) fy(y) dy dx (by independence)

= flzfx@) Jg y fr(y) dy] dzx
= U zfx@) dz] - [fz v fr(y) dy]

— E[X]-E[Y].

REMARK : Note how the proof parallels that for the discrete case !

13
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EXAMPLE : For e—T—Y forx >0 and y >0,

fxy(z,y) =
0 otherwise .

we already found

fx(x) = e* fy(y) = e ¥,
so that

fxy(z,y) = fx(z) - fr(y),

i.e., X and Y are independent .

Indeed, we also already found that

EBiX| = EBlY] = EX¥] = 1
so that
E[XY] = E[X] - E[Y].
Variance |
Let p = EX]|] = / r fx(x) dx

Then the wariance of the continuous random variable X is

Var(X) = E[(X—p)?*] = /_ | (z — p)? fx(z) dz ,

o0

which is the average weighted square distance from the mean.

As in the discrete case, we have
Var(X) = E[X?-2uX + p?

= E[X?] —2uE[X] + p? = E[X?] — u®.

The standard deviation of X is

g(X) = Var(X) = E[X2?] — pu2.

which is the average weighted distance from the mean.
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EXAMPLE : For f(z) = {g_ 128
we have
Xl = g = [ #e®dE = 1 ( already done ! ) .
EX* = [, 2?e®dz = —|[(@®+2z+2)e 7] : = 2,
Var(X) = BIXY—p* = 2 —-1% = 1,
o(X) = Var(X) = 1.

NOTE : The two integrals can be done by “integration by parts ™.

EXERCISE :
Also use the Method of Moments to compute E[X] and E[X?].

EXERCISE : For the random variable X with density function

0 r< —1
Hx) = ¢, =l<esl
0, =3 |

e Determine the value of ¢

e Draw the graph of f(x)

e Determine the distribution function F'(x)
e Draw the graph of F(x)

e Determine E[X]

e Compute Var(X) and o(X)

e Determine P(X < —3)
)

1
2
e Determine P(| X |> 3

15
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EXERCISE : For the random variable X with density function

z+1, -1<z<0
flz) = l=m. DLzl
0/, otherwise

e Draw the graph of f(z)

e Verify that [ f(z) do =1

e Determine the distribution function F'(x)
e Draw the graph of F(x)

e Determine E[X]

e Compute Var(X) and o(X)

e Determine P(X > %)

e Determine P(| X |< 3)

EXERCISE : For the random variable X with density function

3 2
_ 3 (]. — X ) ; —1 < S 1
f(x) { 0. otherwise

e Draw the graph of f(x)

e Verify that [~ f(z) do =1

e Determine the distribution function F(x)
e Draw the graph of F(x)

e Determine E[X]

e Compute Var(X) and o(X)

e Determine P(X < 0)

e Compute P(X > %)

e Compute P(| X |> 2)

16
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EXERCISE : Recall the density function

™Ml —z"™) . 0 E<1

fu(x) =

0. otherwise
considered earlier, where n is a positive integer. and where

(n+1)(2n+1)

n

[ ie—

e Determine FE[X] .

e What happens to E[X] for large n ?

e Determine E[X?]

e What happens to E[X?] for largen 7

e What happens to Var(X) for largen ?
Covariance

Let X and Y be continuous random variables with mean

E[X] = px . ElY] = py .

Then the covariance of X and Y is

Cov(X,Y) = E[ (X —px) (Y — py) ]

- /_ -. /_ (x — px) (y — py) fxy(z,y) dy dx .

As in the discrete case. we have

Cov(X,Y) = E[(X—px) (¥ —py)]
= FE[XY —puxY — puy X + pxpyl

— EjxY] — E[X] B[¥]:

17
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As in the discrete case, we also have

PROPERTY 1:

e Var(X+Y) = Var(X) + Var(Y) + 2 Cov(X,Y),

and

PROPERTY 2: If X and Y are independent then
e Cov(X,Y) =0,

e Var(X+Y) = Var(X) + Var(Y) .

NOTE :

e The proofs are identical to those for the discrete case !

EXAMPLE : For
e ™Y forx>0 and y >0,

fxy(z,y) =
0 otherwise .

we already found

so that

Ixy(z,y) = fx(z) - fy(y),

t.e., X and Y are independent .

Indeed, we also already found

EBlX] = EY] = BXY] = 1
so that
Cov(X,Y) = E[XY]| — E[X]E[Y] = 0.

18
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EXERCISE :

For the random variables X ., Y with joint density function

45zy2(1l—z)(1—92%), 0<z<1,0<y<l1
flz,y) =

0, otherwise

Verify that fol fol flx,y) dy de =1 .
Determine the marginal density functions fx(x) and fy(y) .
Are X and Y independent ?

What is the value of Cov(X.Y) ?

EXERCISE :

Verify the following properties :

Var(eX +d) = ¢ Var(X),

Cov(X,Y) = Cov(Y,X),

Cov(cX,Y) = cCov(X,Y),

Cov(X,cY) = cCov(X,Y),

Cov(X+Y,Z) = Cov(X,Z) + Cov(Y,2),
Var(X+Y) = Var(X) + Var(Y) + 2 Cov(X,Y) .

19
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The joint probability density function fxy(z,vy)

Markov’s inequality.

For a continuous nonnegative random variable X , and ¢ > 0 ,

we have
, BLX]
PlX 2e) & =/
PROOF :
E[X] = asfx)de — zf(x)dz + / rf(xr) dx
0 c
> zf(x) dx
/ f(z) dx ( Why ? )
== € P(/Y Z C) .
EXERCISE :

Show Markov’s inequality also holds for discrete random variables.

20
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Markov’s inequality : For continuous nonnegative X , ¢ >0 :

FElX
By < 2AL
c
EXAMPLE : For e~ foraz >0,
f@) =
we have 0 otherwise |,
E[X] = / e gy = 1 ( already done ! )
0
Markov’s inequality gives
ElX 1
c=% = PiX>21] <X [] = — = ¥ 1)
1 1
=18 P(X >210) < BiX] = o = 0.1
Be = 210) = =55 = 5 = ©

QUESTION : Are these estimates "sharp 7 ?

Markov’s inequality gives

E|X 1
e= & Pix>1) S[T] = g & 1- (1)
FE|X 1
=10 2 P(X >210) < L = et 2= ]
10 10
The actual values are
P Z1) = / e*der = el = 037
1
P(X >10) = / e "dr = e = 0.000045
10

EXERCISE : Suppose the score of students taking an examination
is a random variable with mean 65 .

Give an upper bound on the probability that a student’s score is
greater than 75 .

21
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Chebyshev’s inequality: For (practically) any random variable X:
|

P(|X—p| 2 ko) < =,

where p = E[X] is the mean, 0 = \/Var(X) the standard deviation.

PROOF : Let Y = (X — u)? . which is nonnegative.
By Markov’s i ality
y Markov’s inequality E[Y]

PLY >e) =< .
C

Taking ¢ = k%02? we have
P(|X—p| = ka) = P((X—p)® = k*6®) = P(Y > K’o?)

E[Y ] Var(X) o? 1
k202 k202 T K202 k2

NOTE : This inequality also holds for discrete random variables.

EXAMPLE : Suppose the value of the Canadian dollar in terms of
the US dollar over a certain period is a random variable X with

mean p = 0.98 and standard deviation o = 0.05 .

What can be said of the probability that the Canadian dollar is valued

between $0.88US and $1.08US
that is,
between pu—20 and p+20 7

SOLUTION : By Chebyshev’s inequality we have

1
/2 |X—,u| = 2o) < ? = 285
Thus

P(|X—-—p|] <20) > 1—-02 = 075,

that is.
P( $0.88US < Can$ < $1.08US) > 75 %.

22
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EXERCISE :

The score of students taking an examination is a random variable
with mean g = 65 and standard deviation o =5 .

e What is the probability a student scores between 55 and 75 7

e How many students would have to take the examination so that
the probability that their average grade is between 60 and 70

is at least 80% ?
HINT : Defining

- 1
X = —-(Xi+Xo+ --- +X,), (theaverage grade )
n
re have _ 1
e ave pux = E[X] = —np = p = 65,
n

and. assuming independence,

o B o? o? 25
Var(X) = n— = — = —, and o3
n n n ‘

S

23



