
 

 

 

 

 

Chi-Square Tests 
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Chi-Square Test for Independence 
 

 

 

 

 Contingency Tables 
 

 

A contingency table is a cross-tabulation of n paired observations into categories 
 

•  Each cell shows the count of observations that fall into the category defined by 

its row (r) and column (c) heading. 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

•  For example: 

 

 

 

 

 

 

 

 

 

 

 

 

 

•  In a test of independence for an r x c contingency table, the hypotheses are 
 

H0: Variable A is independent of variable B 
 

H1: Variable A is not independent of variable B 
 

•  Use the chi-square test for independence to test these hypotheses. 
 

•  This non-parametric test is based on frequencies. 
 

•  The n data pairs are classified into c columns and r rows and then the 
 

observed frequency fjk is compared with the expected frequency ejk. 
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•  The critical value comes from the chi-square probability distribution with n 

degrees of freedom. 

n = degrees of freedom = (r – 1)(c – 1) 
 

where r = number of rows in the table 
 

c = number of columns in the table 
 

•  Appendix E contains critical values for right-tail areas of the chi-square 

distribution. 

•  The mean of a chi-square distribution is n with variance 2n. 
 

 

•  Consider the shape of the chi-square distribution: 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

•  Assuming that H0 is true, the expected frequency of row j and column k is: 
 

ejk = RjCk/n 
 

where Rj = total for row j (j = 1, 2, …, r) 
 

Ck = total for column k (k = 1, 2, …, c) 
 

n = sample size 

•  The table of expected frequencies is: 
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•  The ejk always sum to the same row and column frequencies as the observed 

frequencies. 
 

 

•  Step 1:    State the Hypotheses 
 

H0: Variable A is independent of variable B 
 

H1: Variable A is not independent of variable B 
 

•  Step 2:    State the Decision Rule 
 

Calculate n = (r – 1)(c – 1) 

For a given a, look up the right-tail critical value (χ
2

R )from Appendix E or

 
by using Excel. 

Reject H0 if  χ
2

R > test statistic.

 
 

•  For example, for n = 6 and a = .05,  χ 
2

.05 = 12.59.

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

•  Here is the rejection region. 
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•  Step 3:    Calculate the Expected Frequencies         ejk = RjCk/n 
 

 

•  For example, 

 

 

 

 

 

 

 

 

 

 

 

 

 

•  Step 4:    Calculate the Test Statistic 
 

The chi-square test statistic is 
 

 

 

 

 

 
 

 

 

 

•  Step 5: Make the Decision 

Reject H0 if  χ 
2

R > test statistic or if the

 
p-value < α.

 

 

Chi-Square Test for Goodness-of-Fit 
 

Purpose of the Test 
 

 

•  The goodness-of-fit (GOF) test helps you decide whether your sample resembles 

a particular kind of population. 

•  The chi-square test will be used because it is versatile and easy to understand. 
 

•  The hypotheses are: 
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H0: The population follows a ………..distribution 

 

H1: The population does not follow a ………….distribution 

•  The blank may contain the name of any theoretical distribution (e.g., uniform, 

Poisson, normal). 
 

 

•  Assuming n observations, the observations are grouped into c classes and then  

 

 

the chi-square test statistic is found using: 
 

 

 

 

 

 

 

 

 

 

 

 

 

where      fj = the observed frequency of observations in class j 

ej = the expected frequency in class j if 
 

H0 were true 
 

 

•  If the proposed distribution gives a good fit to the sample, the test statistic will be 

near zero. 

•  The test statistic follows the chi-square distribution with degrees of freedom  

            n = c – m – 1 

     where c is the no. of classes used in the test  m is the no. of parameters estimated 
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Uniform Goodness-of-Fit Test 
 

 

Multinomial Distribution 
 

 

•  A multinomial distribution is defined by any k probabilities p1, p2, …, pk that sum 

to unity. 

•  For example, consider the  following “official” proportions of M&M colors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

•  The hypotheses are 

H0: π1 = .30, π 2 = .20, π 3 = .10, π 4 = .10, π 5 = .10, π 6 = .20

 
H1: At least one of the π j differs from the hypothesized value

 
 

•  No parameters are estimated (m = 0) and there are c = 6 classes, so the degrees 

of freedom are 

n = c – m – 1 = 6 – 0 - 1 
 

•  The uniform goodness-of-fit test is a special case of the multinomial in which 

every value has the same chance of occurrence. 

•  The chi-square test for a uniform distribution compares all c groups 

simultaneously. 

•  The hypotheses are: 

H0: π 1 =  π 2 = …,  π c = 1/c

 
H1: Not all π j are equal

 
•  The test can be performed on data that are already tabulated into groups. 
 

•  Calculate the expected frequency eij for each cell. 
 

•  The degrees of freedom are n = c – 1 since there are no parameters for the 

uniform distribution. 

•  Obtain the critical value χ
2

a from Appendix E for the desired level of significance  
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α. 

•  The p-value can be obtained from Excel. 

•  Reject H0 if p-value < α.
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