Lessonl: Definition of Stochastic Process

Definition

A stochastic process (random process) is a family of random variables, {X(t),t € T} or
{X;,t € T} That is, for each t in the index set T, X(t) is a random variable.

Random process also defined as a random variable which a function of time t, that means ,
X(t) is a random variable for every time instant t or it’s a random variable indexed by
time.

We know that a random variable is a function defined on the sample space Q. Thus a
random process {X(t),t € T} is a real function of two arguments {X(t,w),t €T, w € Q}.
For fixed t(= t;), X(ty, w) = X, (w) is a random variable denoted by X(¢t), as w varies
over the sample space Q. On the other hand for fixed sample space w, € Q, X(t,w,) =
X, (t) is a single function of time t, called a sample function or a realization of the process.
The totality of all sample functions is called an ensemble.

If both w and t are fixed, X(t;, w,) is a real number. We used the notation X(t) to
representX (t, w).

Description of a Random Process

In a random process {X(t),t € T} the index t called the time-parameter (or simply the
time) and T € R called the parameter set of the random process. Each X(t) takes values
in some set S € R called the state space; then X(t) is the state of the process at time t, and
if X(t) = i we said the process in state i at time ¢ .

Definition:-

{X(t),t €T} is a discrete - time (discrete parameter) process if the index set T of the
random process is discrete . A discrete-parameter process is also called a random sequence
and is denoted by {X(n),n = 1,2,...}or {X,,n =1,2,..}.

In practical this generally means T={1,2,3,....... }.

Thus a discrete-time process is {X(0),X(1), X(2),...}: a new random number recorded at
everytimeO0,1,2,3,...

Definition:-

{X(t),t € T} is continuous - time (continuous parameter) process if the index set T is

continuous .

In practical this generally means T = [0, «), or T = [0,K] for some K.
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Thus a continuous-time process {X(t),t € T} has a random number X (t) recorded at every
instant in time.

(Note that X (t) needs not change at every instant in time, but it is allowed to change at any
time; i.e. notjustat t=0,1, 2,..., like a discrete-time process.)

Definition:-

The state space, S: is the set of real values that X(t) can take.

Every X(t) takes a value in R, but S will often be a smaller set: S ¢ R. For example, if
X (t) is the outcome of a coin tossed at time t, then the state space is S = {0, 1}.

Definition:-

The state space S is called a discrete-state process if it is discrete , often referred to as a
chain. In this case, the state space S is often assumed to be {0,1,2, ... }If the state space S is

continuous then we have a continuous-state process.

Examples:

Discrete-time, discrete-state processes

Example 1: Tossing a balanced die more than once, if we interest on the number on the
uppermost face at toss n, say X(1) the number appears on the first toss , X(2) number
appears in the second one ,................. ect, then {X(n),n € T} is the random process,
and the random variable X(n) denotes the number appears at toss n . where n is the
parameter. T = {1,2,3,...} and S = {1,2,3,4,5,6}.

Example2:The number of emails in your inbox at time t .T ={1,2,3,..} and
S=1{0,1,2,..}.

Example 3: your bank balance on dayt.
Example 4: the number of occupied channels in a telephone link at the arrival time of the

n" customer, n=1,2,...

Continuous-time, discrete-state processes

Example 6: The number of occupied channels in a telephone link at time t >0

Example 7: The number of packets in the buffer of a statistical multiplexer at timet> 0
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Lesson 2: Characterization of Stochastic Process

Distribution function CDF and Probability distribution PDF for (t) :
Consider the stochastic process {X(t),t € T} ,forany t, € T, X(t,) = X is a random
variable, and it’s a CDF Fy()(x) or Fy(x;t,) is defined as:
Fx(x;t9) = PX(t) < x)

Fyx (x; ty)is known as a first - order distribution function of the random process X (t) .
Similarly, Given t; and t, , X(t,;) = X, and X(t,) = X, represent two random variables
their joint CDF Fy(¢,yx(t,) (X1, X2) OF Fx(xq,X5; t1,t;) is given by

Fy(x1, %25 t1,t5) = P(X(t)) < x1, X(t5) < x3)
Fx (x4, x5; t1,t5) is known as the second - order distribution of X(t).
In general we define the nth-order distribution function of X(t) by

Fy(x1, Xz, ey X3 ty, tp, s ty) = P(X(81) < %9, X(83) < %, ..., X(8,) < X))

Similarly, we can write joint PDFs or PMFs depending on whether X(t) is continuous-
valued (the X(t;)'s are continuous random variables) or discrete-valued (the X(t;)'s are
discrete random variables). For example the second — order PDF and PMF given
respectively by

0?F x(t)X(ty) (*¥1,X2)
6x16x2

fx (X1, x5 t1,t)) = P(X(t1) = x1, X(t;) = x,) =

Px(xl,xZ,' tll tz) - P(X(tl) - xl,X(tz) - xZ)
Mean and Variance functions of random process:
As in the case of r.v.'s, random processes are often described by using statistical averages.

For the random process {X(t),t € T}, the mean function u, (t): T — R is defined as

uy (D) = EIX(©)] = f xfie(6) dox

The above definition is valid for both continuous-time and discrete-time random processes.
In particular, if {X(n),n € T} is a discrete-time random process, then

ux(m) =E[X(n)] vneR
The mean function gives us an idea about how the random process behaves on average as
time evolves (a function of time). For example, if X(t) is the temperature in a certain city,
the mean function puy (t) might look like the function shown in Figure below. As we see,

the expected value of X(t) is lowest in the winter and highest in summer.
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The variance of a random process X (t), also a function of time, given by:

oz (t) = Var[X(©)] = E[X(t) — ux()]? = E[X,]? — [ux ()]?
Autocorrelation, and Covariance Functions:
The mean function uy (t) gives us the expected value of X(t) at time t, but it does not give
us any information about how X(t;) and X(t,) are related. To get some insight on the
relation between X (t,) and X (t,), we define correlation and covariance functions.
Given two random variables X(t;), X(t,) the autocorrelation function or simply

correlation function Ry (t,, t,), defined by:

Ryx(t;,t;) = E[X(t)X(t,)] = j ] X1 Xy (1, %55 £, £) dxydx,

Where fy (x,, x5; t4, t,) is a joint probability function for ¢, and t,.
For a random process, t; and t, go through all possible values, and therefore,
E[X(t,)X(t,)] can change and is a function of t; and ¢,.
Note that:

Ryx(t1,t2) = Ryx(t2,t1)
The autocovariance function of X(t) is defined by:

Cxx (1, t2) = Cov[X (£,), X ()] = E[(X (&) — px () (X (t,) — ux (t5))]
= Ryx(ty, t;) — ux(tux(t,) for ty,t, €T
It is clear that if the mean of X (t) is zero, then Cyx(t;,t,) = Ryx(t, t5).
If t; = t, = t we obtain
Ryx(t1,t;) = Ryx(t,t) = E[X(£)X(t)] = E[X()]?
Cxx(t1,t;) = Cxx(t,t) = Cov[X(t), X(t)]
= Var(X(t)) forte T

The normalized autocovariance function is defined by:

CXX(tlltZ)
t,t,) =
p( 1 2) VCxx(t1,t1)Cxx(t2t2)
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Example: wireless signal model
Consider RP X(t) = a cos(2nFE.(t) + 0)
Where  «a : amplitude (capacity) E.(t): carrier frequency 0. phase

0~U(-m,m) thatis fy(@)=— if —-m<6O<m

a, F,: are constant E.(t): function of atime
Find
i.  Mean function of X(t)
ii.  Autocorrelation function of X(t)
Solution

i. Mean function of X(¢t)
ux(t) = E[X(t)] = E{a cos(2nFE.(t) + 6)} = [ a cos(2nE.(t) + 6) f,(0)d6

Vs Vs
j acos(2nE.(t) +60) 1/2ndf = % j cos(2nF.(t) + 0) d6
— -

= = sin@rE@ +0)| " = — {sin2rE,(¢) + 1) — sin(2nE,(¢) — 1))
21 T 2T

a

27T>< {0}=0

= ux(t) =0
ii. Autocorrelation function of X (t)
Ryx (81, t2) = E{X(6)X (t2)}
Let t, =t t,=t+t and TER 7t=t,—t; timeshift
Ryx(t,t + 1) = E{[a cos(2nF (t) + 8)][a cos(2rF.(t + T) + )]}

= azE{[cos(ZnFc(t) +6)] [cos(ZnFC(t +1)+6)]}
cos(a) cos(B) = % [cos(a + B) + cos(a — B)]

Let a=2nF.(t)+06 B =2nF.(t+1t)+6 then
a+p =2nF,(2t+ 1) + 26 a—p = 2nF.(1)

Ryx(t,t+1) = %ZE{COS(ZHFC(Zt +1)+260) + cos(ZnFC(r))}

= %Z(E{COS(ZnFC(Zt +1) +26)} + E{cos(2nF (1))})

The first term is 0, and E{cos(ZnFC (1))} = cos(2mF.(t)) is the constant (no )

2
a
Ryy(t,t+1) = 7COS(27[FC(T))
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Example:
A random process {X(t),t € T} with uy(t) =5 and Ryy(t;,t,) = 25 + 3e~%6ltr—t2l
Determine the mean, the variance and the covariance of the random variables U = X(6)
and V = X(9).
Solution:
EU) = E[X(6)] = ux(6) =5, E(V) = E[X(9)] = ux(9) =5
Var(U) = E{[X(6)]*} — {E[X(6)]}
since Ry (t1,t;) = E{[X(t,)]?}
Var(U) = Ryx(t1,t1) — {ux(6)}* = Rxx(6,6) — 25
= 25+ 3¢ 06676l _ 25 =28 —25=3
Similarly,
Var(V) = Ryx(t1, t1) — {ux(9)}* = Rxx(9,9) — 25
=25+ 3e 06199 —25=28-25=3
Cov[X(t1), X(t2)] = Cxx(t1,t2) = Ryx (t1, t3) — ux () ux (t2)
Cov(U,V) = Cxx(6,9) = Rxx(6,9) — ux(6)ux(9)
Since, Ryx(6,9) = 25 + 3e70616=9 = 25 4 3718 = 25 496
Cov(U,V) = 25.496 — 25 = 0.496
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Lesson 3: Classification of Stochastic Processes

We can classify random processes based on many different criteria.
Stationary and Wide-Sense Stationary Random Processes
A. Stationary Processes:
A random process {X(t),t € T} is stationary or strict-sense stationary SSS if its statistical
properties do not change by time. For example, for stationary process, X(t) and X(t + A)
have the same probability distributions. In particular, we have
Fy(x,t) = Fx(x;t + A) V t,t+A€T
More generally, for stationary process a random {X(t),t € T}, the joint distributions of
the two random variables X (t,), X(t,) is the same as the joint distribution of X(¢; + A),
X(t, + A), for example, if you have stationary process X (t), then
P[(x(¢)), X(t,)) € A] = P[(x(¢y + 1), X(t, + 1)) € 4]
For any set of A € R?,
In short, a random process is stationary if a time shift does not change its statistical
properties.
Definition. A discrete-time random process {X(n),n € Z} is strict-sense stationary or
simply stationary if, for all n,,n,, ...,n, € Nand all D € Z, the joint CDF of
X(ny), X(n,), ...... ,X(n,)
Is the same CDF as
X(ny+D),X(n, +D),..,.X(n, + D)
That is, for real numbers x, x,, ..., x,, we have
Fy (xq, X5, oo, Xp; ty, gy vy t) = Fyx (X, Xg, oo, X5t + Dty + D, ..., t,. + D)
This can be written as
FX(tl),X(tz),...,X(tr) (X1, X2, ey Xp) = FX(t1+D),X(t2+D),...,X(tr+D)(x1: Xy ey Xy)
Definition. A continuous-time random process {X(t),t € R} is strict-sense stationary or
simply stationary if, for all t,, t,, ...,t,. € Rand all A € R, the joint CDF of
X(ty), X(ty), ...... , X(t,)
Is the same CDF as
X, +A), X(t, +4),...,X(t, +4)

That is, for real numbers x,, x,, ..., x,, we have
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Fx (X1, X5, vy Xp; ty, toy ey t) = Fx (X1, X5, o, X3t + At + A, ..t + A)
This can be written as
Ex(e),x(ty), () (X1, X2, s X)) = Fx(t,40),X(ty+0),... X (t,+1) (X1, X2, wer\ Xp)

B. Wide-Sense Stationary Processes :
A random process is called weak-sense stationary or wide-sense stationary (WSS) if its
mean function and its autocorrelation function do not change by shifts in time. More
precisely, X (t) is WSS if, for all t;,t, € R,

1. E[X(t))] = E[X(¢t,)] = uy constant (stationary mean in time)
For t; =t t,=t+7t and TER 1=t,—t; timeshift

2. Ryx(t,t+ 1) = E[X(t)X(t+1)] = Ryx(7)
Note that the first condition states that the mean function uy (t) is not a function of time ¢,
thus we can write uy(t) = uy. The second condition states that the correlation
function Ryx(t,t + ) isonly a function of time shift 7 and not on specific times t,, t,.
Definition
A continuous-time random process {X(t),t € R} weak-sense stationary or wide-sense
stationary (WSS) if

1 uy() =puy VLEteER

2. Ryx(t,t +7) = Ryx(t; —t;) = Ryx(t) V t,t, ER
Definition
A discrete-time random process {X(n),n € Z} weak-sense stationary or wide-sense
stationary (WSS) if

1. uyy(n)=puy V nez

2. Ryx(ny,ny) =Rx(ny —ny) V nyn, €EZ
Note that a strict-sense stationary process is also a WSS process, but in general, the
converse is not true.
Example: wireless signal model

Consider RP X(t) = a cos(2nF.(t) + 0)

Where  «a : amplitude (capacity) E.(t): carrier frequency 0 phase
0~U(-m,m) thatis fy(0) =— if —-m<O<m
a, F.. are constant F.(t): function of atime

Show that X(t) is WSS.
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Solution

The Mean function of X(t) is uy(t) =0 constant

The autocorrelation function Ry (t,t + 1) = a?zcos(ZnFC(r)) function of 7
Since uy(t) is a constant doesn’t depend on time and the Ry (t,t + ) depends only on
time shift t, therefore, X(t) is WSS.
Example:
Consider RP X(t) = Asin(w.(t) +6) A is a r.v. with mean u, and variance o7 ,
0~U(—m,m). A and 6 are independent. Find
i.  Mean function of X(t)
ii.  Autocorrelation function of X(t) and
iii.  Show that X (t) is WSS
Solution:
I. Mean function:
ux(t) = E[X(t)] = E{Asin(w.(t) + 6)} = E{A} E{sin(w.(t) + )} A, 6 Independent

= pa | sin(w.(t) +6) £(6)d6 = p, fﬂsin(wc(t) +6) 1/2m do
u T
= —ﬁ COS(wC(t) + 9) |_n'
—_FHa [cos(w,(¢) + 1) — cos(w,(t) —m)]
21

- u+v o u-—-v
cos(u) — cos(v) = — 2sin (T) sin (T)
let u=w.(t)+m v=u=w(t)—mn u+v=2w(t) u—v=2m

cos(w.(t) + m) — cos(w.(t) —m) = —ZSin(wc(t)) sin(1)

_Ha [cos(w,(t) + m) — cos(w,(t) —m)] = Zﬁ sin(wc(t)) sin(7r)
21 21
Since sin(r) = 0 therefore
“;A sin(wc(t)) sin(m) =0
px() =0
ii. Correlation function:

Ryx(ty,t2) = E{X(t)X(t;)} = E{A* sin(w,(¢;) + 6) sin(w.(t;) + 6)}
Because A4, 6 Independent
E{A?sin(w,(t,) + 6) sin(w,(t,) + 0)} = E{A?}E{sin(w.(t;) + 0) sin(w,(t,) + 0)}
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sin(a) sin(B) = %[cos(a —B) — cos(a + B)]
Let a=w/(t)+6 B = w(t,) +6 then
a—pB =w(t; —t,) a+pf =w/(t;+t,)+ 20
Therefore
E{A?}E{sin(w,(t;) + 0) sin(w,(t,) + 6)}

= E{A’} E [% cos(w.(t; —t;)) — %cos(wc(t1 +t,) + 29)]

= E{42) [%E{cos(wc(tl —t))} - %E{cos(wc(tl +1) +20))|

The second term is zero.

1
Rex(t1,t5) = 5 {47} cos(w(ty — 1)) = = cos(w, ()

X(t) is WSS random process because the mean function is a constant (=0) and the

autocorrelation function is only a function of a time difference t; — ¢, .

Independent and independent identically distributed iid Random Processes

A. Independent Processes:
In a random process X(t), if X(t;) for i = 1,2,....,n are independent r.v.'s, so that for

n=12, ..,

n
fx(xl,xz, ...,xn; tl’ tz, ...,tn) = nfx(xl, tl)
i=1

and Fx(xl, X9, ...,xn; tl’ tz, ey tn) = H?=1 Fx(xl‘; tl)
Or P(X(t)) < x,X(ty) < x5, ..., X(t,) < x3)
then we call X(t) an independent random process. Thus, a first-order distribution is

sufficient to characterize an independent random process X (t).

B. Independent and identically distributed iid random process

A Random process {X(t),t € T} is said to be independent and identically distributed (iid)
if any finite number, say k, of random variables X(t,), X(¢t,), ...... , X(t,) are mutually
independent and have a common cumulative distribution function Fx(.) . The joint cdf and

pdf for X(t,), X(¢t,), ...... , X(t;,) are given respectively by:
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=

FX(xlleJ vy Xiey tll tZ; "';tk) = FX(xi; tl)

L
i=1

||

fX(xll xZ; L xk; tll tZ; AL tk) =

_fx(xii t;)

P

i=1
Example.
Consider the random process {X,,, n = 0,1,2,...} in which X;s are iid standard normal
random variables.

(@) Write down f, (x) forn =0,1,2, ...

(b) Write down f,. . (x;,x;) form #n
Solution.

(@) Since X,,~N(0,1), we have

1
fxn (x) = Ner

1.2
ez VxeR

(b) If m # n, then x,, and x,,, are independent (because of the i.i.d. assumption) so,

fxn,xm (xlx xz) = f;cn (xl)fxm (xz)
1 1.2 1 1.2

1 1
= Z—QE(x%-i-x%) V xl' xz E R
T
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