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 In the fifth-generation (5G) era and future, mobile internet and internet of 

things (IoT) are the driving forces for mobile communications’ development. 

The three main 5G usage scenarios: enhanced mobile broadband (eMBB), 

massive machine-type communication (mMTC), and ultra-reliable and low-

latency communications (URLLC), require improvement in throughput, 

reliability, and latency as compared with the previous fourth generation (4G) 

system. In this paper, an investigation is done on the coding part of the 

wireless communication systems. Two channel coding types; low-density 

parity-check (LDPC) code which is used as the coding scheme for data 

transmission, and Polar code which is utilized for control in 5G are discussed. 

Moreover, simulations are performed to assess their performance. The 

simulation results revealed the superiority of polar code for transmitting short 

information messages and LDPC for transmitting long data messages. The use 

of LDPC and polar codes in 5G communication systems is justified by their 

ability to accommodate a wide range of data lengths and code rates, as well as 

their good bit error rate (BER) performance. Furthermore, the effect of the 

number of iterations on the BER performance of LDPC code and different 

decoding algorithms of polar code are considered. 
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1. INTRODUCTION  

The rising demand for mobile broadband services drives the development of wireless technologies of 

the fifth-generation (5G) [1]–[6]. Since mobile networks are currently essential to our society's "anywhere, 

anytime" connectivity, one key feature of 5G and beyond (B5G) mobile networks are the massive amount of 

data they handle, necessitating extremely high throughput per device (several Gbps) and per-area efficiency 

(bps/km2) [7], [8]. As a result, 5G wireless networks prioritize enhancing quality of service (QoS), reliability 

of data transmission, and system security. The three main parameters that determine the ability of the system 

to provide good coverage with excellent performance are: a much higher data rate; low latency; and a large 

number of connections. Low energy consumption is achieved if all the aforementioned parameters are met [9]. 

To date, wireless systems have become so widespread that they have become an integral part of 

communications. The channel coding scheme is described as the backbone of a wireless communication 

system, as a result of that, it has a significant impact on throughput, reliability, and latency [10]–[16]. To make 

these systems more energy-efficient, forward error correcting (FEC) codes are used for channel coding. Lower 

rate codes can correct more channel errors, as a result of this, the channel consumes more energy. Higher rate 

https://creativecommons.org/licenses/by-sa/4.0/
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codes, on the other hand, are more bandwidth efficient than lower rate codes. Therefore, selecting the coding 

rate necessitates a compromise between energy efficiency and bandwidth efficiency [17]. 

In 1948, Shannon showed and proved that when the system's transmission rate is lower than the 

channel capacity, channel noise-related errors can be minimized to an arbitrarily low level by utilizing 

appropriate encoding and decoding methods [18]. Since then, researchers are experimenting with various 

approaches for constructing error-correcting codes [19]. The main breakthrough happened when the turbo code 

was introduced in 1993 [20]. These codes perform near Shannon limits [21]. Another capacity-approaching 

channel code was introduced by Gallager [22] under the name LPDC code, but because of the technology state 

at that time they were impractical. They were rediscovered by MacKay and Neal and obtained interest since 

then [23], [24]. The previous channel codes are only channel-approaching codes, but the first that is proved 

capacity-achieving code with a low-complexity encoder and decoder is the polar code [11].  

The contribution of this paper is to evaluate and compare the performance of low-density parity-check 

codes (LDPC) and polar codes in terms of BER vs signal to noise ratio (SNR) for different code block lengths 

and different code rates ranging from 1/3 to 9/10. Similar evaluations based on using LDPC and Polar codes 

were made in previous works like [25] and [26]. However, a limited number of code rates (1/2, 1/3, 2/3, 5/6) 

were examined in [25], and the decoding technique for LDPC codes was not considered in [26], which means 

it is a perfect solution and this can be defined as an impractical solution. Therefore, in this paper decoding 

solutions for LDPC and polar code are defined as offset min-sum and cyclic redundancy check-successive 

cancellation list (CRC-SCL) are utilized for practical environments.  

This paper is structured as shown in: A short overview of the use cases of 5G is given in Section 2. 

Section 3 describes the 5G channel coding schemes; LDPC and polar codes. Some physical channels used in 

5G are presented in Section 4. Simulation results for both codes are presented in Section 5. In addition, the 

effect of various polar decoding algorithms and the number of iterations in LDPC codes on the performance of 

these codes have been investigated. Finally, Section 6 concludes this paper. 

 

 

2. USAGE SCENARIOS AND MINIMUM REQUIREMENTS IN 5G  

The international telecommunication union (ITU) in its reports [27], [28] defines three main usage 

scenarios in 5G for different user requirements and the minimum requirements as : 

- Enhanced mobile broadband (eMBB): It is the human-centric case in which enhancing the user experience 

and providing higher data rates are required. It covers a range of usage cases, including hotspots and wide-

area coverage. The minimum requirementsfor this scenario: for downlink (DL) peak data rate is set to 20 

Gbps and 10 Gbps for uplink (UL), user experienced DL data rate is 100 Mbps, user experienced UL data 

rate is 50 Mbps, and user plane latency of 4 ms.  

- Ultra-reliable low-latency communication (URLLC): Delay-sensitive applications such as tele-surgery, 

industrial manufacturing processes automation, intelligent transportation, and smart grids should be 

supported by URLLC. The minimum requirements: user plane latency is set to 1ms with 1-10-5 reliability 

for 32 bytes packet size and control plane latency of 20 ms. The selected channel code for URLLC must 

perform well in terms of error rate over a wide variety of block lengths and code rates; low computing 

complexity, low latency, and cheap cost [29]. 

- Massive machine type communication (mMTC): Traditionally, wireless communication networks are 

built to accommodate a small number of high-speed devices. This is in contrast to mMTC which should 

support a very large number of simultaneously connected devices. These devices normally send a small 

amount of non-delay sensitive data and must be low-cost with long battery life. The minimum 

requirement: it should support a connection density of one million devices/ km2 [28]. mMTC are used in 

applications such as public safety and supervision, environmental and utility service monitoring, 

monitoring of electric energy distribution and power plants [30].  

In comparison to a 4G system, these usage cases necessitate increased throughput, low energy, low 

latency, high reliability, large spectral efficiency and low decoding complexity [31], [32]. Furthermore, 5G 

channel codes should allow variable code lengths and code rates for both user data and control information, in 

addition to hybrid automatic repeat request (HARQ) for user data, similar to a 4G system [31]. It is expected 

from 5G to enable high mobility users up to 500 km/h (high speed trains) with acceptable QoS [27]. As a result, 

the main key performance indicators (KPI) of 5G network are: high peak data rates for eMBB, million 

connected devices/km2 for mMTC, and less than 1 ms latency for URLLC communications. 

 

 

3. CHANNEL CODING SCHEMES IN 5G  

The 3rd generation partnership project (3GPP) as a standardization body, has developed a series of 

new radio (NR) standards to address the requirements of the 5G [33]. 3GPP NR employs channel coding for 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

An investigation of low-density parity-check codes codes and polar codes for future … (Layla Mahdi Salih) 

3 

error detection and correction. During the development of 3GPP NR, the channel coding for user data was 

examined separately from the control information. Various channel coding schemes were compared especially, 

turbo codes, LDPC codes, and Polar codes. The 3GPP RAN1-86b meeting compared flexibility, error-

correcting capability, HARQ support, implementation complexity, decoding latency, and other factors for these 

possible channel coding schemes. Research into the selection and implementation of appropriate channel 

coding techniques is critical because there is no single channel coding candidate that can meet all 5G 

requirements. In addition, selecting an improper channel coding technique can result in poor performance of 

the mobile network in terms of data rates, coverage, capacity, and QoS [34]. The 3GPP designed the 

functionality of the new radio LDPC (NR-LDPC) code for data channels and the Polar code for control 

channels [35]. However, this technical specification enplanes only the encoding process performed in 

transmitting user equipment (UE) or the base station (BS), without any discussion of the decoding process 

performed on the receiver side [34]. Other wireless standards, such as IEEE 802.11, advanced television system 

committee (ATSC), and the digital video broadcast (DVB), have previously adopted LDPC codes. The 

extensive requirements of 5G NR necessitate some LDPC design innovation. A flexible architecture is required 

to enable incremental-redundancy HARQ (IR-HARQ), as well as a wide range of block sizes and coding rates. 

The 802.11 codes, on the other hand, are made up of 12 different codes, each with its description. Because the 

number of possible codes for 5G NR is in the thousands, it is necessary to combine multiple codes into a single 

description [36]. 

 

3.1.  LDPC code 

LDPC codes are linear error correction block codes with a sparse parity check matrix (PCM). It also 

can be described by the Tanner graph, which is a bipartite graph with two sets of nodes; the variable nodes 

(VNs) correspond to the codeword bits (columns of the polar coded modulation (PCM)), and the check nodes 

(CNs) correspond to the parity checks (rows of the PCM). An edge eji connects the VNj with the CNi if the 

corresponding entry in the PCM is nonzero. An iteration is a round of messages passing from the CNs to VNs 

where the VNs process these messages and return their decisions to the CNs [37]. Figure 1 shows a PCM H 

with its corresponding Tanner graph, where the Figure 1 is divided into Figure 1(a) shows a PCM H of size 

4x6 of an LDPC code, and Figure 1(b) shows Tanner graph corresponding to the PCM H where each VN is 

connected to two CNs and each CN is connected to three VNs. 

 

 

𝑯 = [

1 1 0 1 0 0
0 1 1 0 1 0
1 0 0 0 1 1
0 0 1 1 0 1

] 

 
(a) (b) 

 

Figure 1. The representation of LDPC code by (a) an example of parity check matrix H and (b) its Tanner 

graph representation 

 

 

Even though LDPC codes are mature, the NR-LDPC code has a refined structure that differs 

significantly from earlier standards. In general, the encoder and decoder of an LDPC code can be uniquely 

described by its PCM. The NR-LDPC code, in particular, can be thought of as a combination of a core LDPC 

code and an extended low-density generator matrix (LDGM)-based code [38], [39]. The NR-LDPC codes are 

quasi-cyclic (QC) codes that can be represented by two base graphs (BGs) with similar structures: BG1, is 

designed for larger blocks with length (500 ≤ 𝐾 ≤ 8448) , code rates (1
3⁄  ≤ 𝑅 ≤  8

9⁄ ), and the mother 

code rate is 1/3, whereas; BG2, is designed for shorter block lengths (40 ≤ 𝐾 ≤ 3840) , code rates 

(1
5⁄  ≤ 𝑅 ≤  2

3⁄ ), and the mother code rate is 1/5. Each BG has eight sets of lifting sizes (Z) defined as 𝑍 =

𝑎. 2𝑗 Where 𝑎 ∈  {2, 3, 5, 7, 9, 11, 13, 15} and 0 ≤ 𝑗 ≤ 7 [35].  

The most common method of encoding LDPC codes is Gaussian elimination [40]. To overcome the 

encoding complexity, an LDPC encoding method with a computational complexity that is roughly linear 

suggested in [41]. The forward substitution-based encoding method is used to encode the QC-LDPC codes 

used in Wi-Fi 802.11n/ac/ax. The 5G applications necessitate a significant degree of LDPC encoder flexibility; 

there are 102 codes generated by lifting each of the 51 lifting sizes from BG1 and BG2 matrices. The standard 
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also includes the shortening of BG matrices, resulting in a ten-fold increase in the number of potential codes, 

as a result, the Forward Substitution-Based method is used for encoding NR-LDPC codes [42]. Decoding 

methods for LDPC are mainly iterative. The belief-propagation algorithm (BPA) is the basis for the majority 

of these techniques [37]. To reduce the decoding complexity, the min-sum algorithm (MSA) was introduced 

[43]. Although the MSA can minimize computational complexity, it causes error performance degradation. To 

overcome this problem, normalized MSA (NMS) and offset MSA (OMS) were introduced [44]. 

 

3.2.  Polar codes 

Polar codes were invented by Arikan based on the idea of channel polarization. They are the first 

codes to have an explicit proof for achieving channel capacity. In channel polarization, an N independent and 

identical copies of the original channel of capacity I(W) are translated into N synthesized channels 𝑊𝑁
𝑖 ∶ 1 ≤

𝑖 ≤ 𝑁 with variable capacities either close to one or zero. I(W) number of these synthesized channels will 

become noiseless channels that are used for data transmission and the rest are the noisy channels with 

foreknown input bits (usually zero). The Polar code construction task is to find the set of the noisiest channels 

which is called the frozen set [11]. Polar codes (N, K) are linear codes defined using a generator matrix. Its 

basic binary version is defined in terms of a generator matrix 𝑮𝑁. For encoding K- information bits with code 

rate R, the length of the polar code will be N= K/R. The encoding is done using a length-N encoder. The 

maximum possible code lengths in 5G Polar codes is 𝑁 = 2𝑛 𝑓𝑜𝑟 5 ≤  𝑛 ≤ 10 for UL transmission while 7 ≤
 𝑛 ≤ 9 for DL transmission [31]. The binary vector 𝒖 = {𝑢1, 𝑢2, … , 𝑢𝑁} , which consist of K information bits 

and (N-K) frozen bits, is encoded using (1) to the codeword vector 𝑥:  

 

𝒙 =  𝒖 ∗ 𝑮𝑁 (1) 

 

Where 𝐺𝑁 =  𝐵𝑁 ∗  𝐹2
⊕𝑛

 is the generator matrix, 𝐵𝑁 represents the bit-reversal permutation matrix, 

𝐹2
⊕𝑛

 denotes the nth Kronecker power of 𝐹2, and 𝐹2 is the kernel matrix defined by (2): 

 

𝑭2 =  [
1 0
1 1

] (2) 

 

Decoding of polar codes can be performed using several ways. Arikan’s fundamental decoder was the 

successive cancellation (SC) decoder. To improve the block-error probability of SC decoders, a successive 

cancellation list (SCL) decoder was proposed. The SCL decoder activates L number of the best decoding paths. 

After finishing the decoding, the path with the minimum Path Metric is chosen. A further improvement to the 

SCL decoder is the cyclic redundancy check (CRC) aided SCL (CRC-SCL) decoder. In the CRC-SCL decoder, 

the message is first encoded with a CRC code then the result is polar encoded [45]. 
 

 

4. NR PHYSICAL CHANNELS 

Channel is a frequency band that is used to transmit different types of data through radio signals. 

Depending on the direction of the communication, the channels are classified into DL channels (from the BS 

to the UE) and UL channels (from the UE to the BS). Channel classification can also be depending on the data 

type they carry; user channels , and control channels [34]. To transmit data, the transport channels (TrCHs) are 

first mapped to their corresponding physical channels, then the data is transmitted using these physical 

channels. The coding schemes used with different types of TrCHs are shown in Table 1 [35].  
 

 

Table 1. Physical channels and their corresponding coding schemes 
Physical Channel Channel Coding 

Physical Downlink Shared Channel (PDSCH) 
LDPC 

Physical Uplink Shared Channel (PUSCH) 

Physical Downlink Control Channel (PDCCH) 

Polar Physical Broadcast Channel (PBCH) 

Physical Uplink Control Channel (PUCCH) 

 

 

4.1.  Downlink channels 

As shown in Table 1, there are three different types of physical DL channels: 

- Physical downlink shared channel (PDSCH): it carries user data. It also carries paging information, some 

UE-specific control messages that are coming from the upper layers, and different types of system 

information blocks (SIBs). 5G supports up to eight layers to a particular single user on the DL 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

An investigation of low-density parity-check codes codes and polar codes for future … (Layla Mahdi Salih) 

5 

transmission. NR uses the same modulation schemes as LTE on the DL: from quadrature phase shift 

keying (QPSK) through 256 quadrature amplitude modulation (QAM) [46], [47]. 

- Physical downlink control channel (PDCCH): this channel is responsible for transmitting DL control 

information (DCI). It uses QPSK for modulation and Polar codes as a coding scheme [34], [46]. 

- Physical broadcast channel (PBCH): it is responsible for transferring the system information portion that 

is required for connecting the UE with the network. The UEs can obtain the master information block 

(MIB) using this channel. In combination with the control channel, PBCH can support the time and 

frequency synchronization that assists in acquiring, selecting, and re-selecting the cells. It uses QPSK for 

modulation and Polar codes as a coding scheme [46], [34]. 

There are several common coding steps among the physical downlink channels, as depicted in  

Figure 2 [48], [49]: 

- CRC attachment: the parity bits are calculated and appended to the TB. The length of the CRC bits 

depends on the payload size. For TBs > 3824 bits, 24-bit CRC is applied, otherwise a 16-bit CRC is 

applied. 

- Code block (CB) segmentation and CB-CRC attachment: for PDSCH where LDPC is used, the maximum 

CB size is 8448 bits for BG1 and 3840 bits for BG2. For TBs greater than maximum CB size, the TBs 

are segmented into multiple CBs, each with its own CB-level CRC attached. For PDCCH where Polar 

code is used, after attaching CRC, bits are scrambled with a suitable radio network temporary identifier 

(RNTI) coding.  

- Channel coding: the LDPC code is used to encode user data, while polar code is used for encoding control 

data. 

- Rate matching: it is necessary to select the appropriate number of bits to be transmitted depending on the 

channel condition. For LDPC codes, every CB is individually rate matched and for polar codes, every CB 

is rate matched using interleaving, shortening, puncturing, or repetition [31], [50]. 

- CB concatenation: it is the final step in which a sequential concatenation of the rate matched outputs for 

the different CBs is done. 

 

 

 
 

Figure 2. Common coding steps 

 

 

At the receiver, the processing steps comprise the counterpart operations to the transmitter end, which 

include [7]: 

- Rate recovery: it includes the inverse of the CB concatenation, bit interleaving, and the bit selecting 

stages. 

- Channel decoding: it depends on the channel coding technique used. 

- CB desegmentation: CRC bits are deducted from each CB segment and all the segments are grouped to 

one block. 

- TB CRC decoding: this step checks the input block for CRC error. If no errors are obtained, the block can 

be considered as being successfully decoded. 

 

4.2.  Uplink channels 

Physical UL channels have the same processing steps as the physical DL channels. There are two 

kinds of physical UL channels: 

- PUSCH: it is used for transmitting shared data. It supports π/2 binary phase shift keying (BPSK), QPSK 

through 256 QAM modulation schemes. 

- PUCCH: it carries the UL control information (UCI) like channel state information (CSI), radio resource 

control (RRC), HARQ acknowledgments (HARQACK). It uses either BPSK or QPSK modulation 

scheme.  

The processing chain includes the following steps: 

- CB segmentation and CRC attachment: for PUSCH if the payload size (A) is greater than 3824 bits, the 

CRC length is 24 bits, otherwise, it is 16 bits long. For PUCCH where polar code is used: 

- If A≤ 11 no CRC bits are appended. 

- If 12 ≤ 𝐴 ≤ 19, 6 CRC bits are appended. 
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- If 𝐴 ≥ 20, 11 CRC bits are appended. 

- Channel coding: LDPC code is used for PUSCH, while Polar code is used for the PUCCH. 

- Rate matching. 

- CB concatenation. 

- Multiplexing of the data and control information. 

- Channel interleaver: it implements a time-first and frequency-first mapping of the control and data 

modulation symbols onto the transmit waveform. 

 

 

5. SIMULATION RESULTS AND DISCUSSION 

 In this paper, an evaluation and comparison analysis of LDPC and Polar codes for different message 

lengths and code rates are performed. The simulations are performed using MATLAB R2021a. The evaluations 

and comparisons are made in terms of BER for different message lengths (64, 128, 256, 512) bits and different 

code rates (1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5, 5/6, 8/9, 9/10). The messages are transmitted using QPSK modulation 

scheme over an additive white Gaussian noise (AWGN) channel, in which the variances of the channel were 

estimated from the SNR values. The simulations are performed starting from 500 frames and continued till the 

BER of 10-5 is achieved. Ultimately, decoding solution OMS for LDPC and CRC-SCL for Polar codes are used 

in the receiver side. 

 

5.1.  LDPC codes 

In general, Figure 3 shows the BER performance for different data lengths and code rates in case of 

LDPC coding in UL direction (similar results are obtained for DL direction). Figures 3(a)-(d) illustrate typical 

curves: as the SNR increases, the BER decreases, which is matched with our investigation in this paper. In 

addition, the required SNR monotonically increases, as expected, as the code rate increases. The results show 

that for higher code rates more SNR values are required to get lower BER, because a decoder has fewer parity 

bits to confirm the message bits values. Although higher code rate consumes more energy, but it transmits more 

information in one codeword. It can be noted that the error correction requirements of a desired BER value 

might be reached at lower SNR values for longer messages. If the channel has noise/interference or the signal 

strength is poor, a lower coding rate is required for the decoder to successfully detect then correct all received 

errors. Furthermore, by increasing the block length size, the SNR value is decreased, and by performing the 

lower code rate, the required power for transmitting the data block will be less. That confirms that the offset 

min-sum decoder performs better for longer codes than for short codes. 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 3. BER performance of LDPC code for: (a) 64 message bits, (b) 128 message bits, (c) 256 message 

bits, and (d) 512 message bits and variable code rates in uplink direction 
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In this work, the offset min-sum decoding algorithm with the maximum number of iterations (25) was 

considered. We examined the effect of the number of iterations on the BER performance for message length 

64 bits and code rate ½. Given the results shown in Figure 4, it is clear that extending beyond 32 iterations does 

not bring that much gain, especially if we consider the longer simulation time it requires. In each iteration, the 

messages which represent the probability distributions related to each bit are passed along the edges. The CNs 

and the VNs process these messages and update their decisions about the bit. The decoding process continues 

until a predefined stopping criterion is satisfied, or it reaches the maximum number of iterations.  

 

 

 
 

Figure 4. LDPC BER performance for 64 bits message long, code rate=½ and different maximum iterations 

 

 

5.2.  Polar codes 

Results of the Polar code are based on using a CRC-SCL decoder with a list size of 8. Figure 5 shows 

the BER performance for two data length sets in the DL direction because the maximum data length for PDCCH 

cannot exceed 164 bits (including CRC bits). Figure 5(a) shows the BER performance for 64 bits data length, 

and Figure 5(b) shows the BER performance for 128 bits data length. In the UL direction, the maximum input 

message length is 1023 bits as defined in [26]. The results show that higher code rates, where the decoder has 

fewer parity bits to confirm the values of the information bits, result in worse performance. Hence, for higher 

code rates, we will need to push the SNR higher than the required for the lower code rates to get high accuracy. 

Figure 6 shows the BER performance for different data lengths and code rates in the UL direction. Figure 6(a) 

shows the BER performance for 64 bits data length, Figure 6(b) shows the BER performance for 128 bits data 

length, Figure 6(c) shows the BER performance for 256 bits data length, and Figure 6(d) shows the BER 

performance for 512 bits data length all in the UL direction. It is obvious that the BER decreases as the SNR 

increases, and the required SNR increases monotonically as the code rate increases. Furthermore, the higher 

the code rate, the lower the number of parity bits in the codeword and the more difficult for the decoder to 

decode. Finally, by increasing the block length size the SNR value increases for the same code rate. That 

justifies the utilization of Polar codes for control channels. 

 

 

  
(a) (b) 

 

Figure 5. BER performance of Polar code for: (a) 64 bits and (b) 128 bits and variable code rates in downlink 

direction 
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(a) (b) 

  

  
(c ) (d) 

 

Figure 6. BER performance of Polar code for: (a) 64 bits, (b) 128 bits, (c) 256 bits, and (d) 512 bits with 

variable code rates in uplink direction 

 

 

For an algorithm that uses predetermined parameters, it is important to select the best parameters for 

the implementation. Therefore, the CRC-SCL decoding algorithm was used with a list size of 8. Figure 7 shows 

the BER performance for different list sizes {1, 2, 4, 8, 16, 32} in the case of 64 bits messages and a code rate 

of ½. Clearly, increasing the list size of the CRC-SCL decoder improves Polar coding performance, but there 

is a diminishing-returns impact because it needs a longer simulation time. 

 

 

 
 

Figure 7. BER performance of Polar code for different list sizes in DL direction 

 

 

A comparison analysis between the LDPC and the polar codes based on the same message length but 

for several code rates in terms of BER are performed as shown in Figure 8. Figure 8(a) shows the BER 

performance comparison of LDPC vs Polar codes for 64 bits data length in the UL direction, Figure 8(b) shows 

the BER performance comparison of LDPC vs Polar codes for 512 bits data length in the UL direction, and 

Figure 8(c) shows the BER performance comparison of LDPC vs Polar codes for 64 bits data length in the DL 

direction. Obviously, Polar codes outperform LDPC code in the case of short data message (64 bits in our 

study) for both UL and DL transmission and that justifies why Polar codes are used in control channels. For 

longer data messages (512 bits in our study), LDPC code outperforms the polar code. Clearly from Figure 8(b), 

for lower code rates, the size of the rate-matched output is longer and the LDPC code outperforms the Polar 

code. For higher code rates, the desired code length decreases, and Polar code performs better than the LDPC 

codes at higher SNR values. 
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(a) (b) 

 

 
(c) 

 

Figure 8. BER performance comparison LDPC vs Polar for variable code rates: (a) 64 bits UL, (b) 512 bits 

UL and (c) 64 bits DL directions 

 

 

6. CONCLUSION 

The main objectives of current and future wireless communication systems are higher data rate, 

reliability, higher energy-efficient, higher bandwidth, higher spectrum efficiency, and all that at lower latency. 

Channel coding plays an important role in wireless communications because it reduces the errors in the received 

data. The NR-LDPC and Polar codes are used in 5G applications, but none of them meet all the 5G 

requirements. Selecting the proper channel coding is crucial to achieving secure and efficient data transmission. 

A good channel coding scheme should support a wide range of data lengths and code rates. To demonstrate the 

effect of selecting the suitable channel coding scheme, transmission of variable message lengths (64, 128, 256, 

512) bits over PDSCH, PDCCH (DL direction), PUSCH, and PUCCH (UL direction) at various code rates 

(1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5, 5/6, 8/9, 9/10) was evaluated. The KPI was the BER as a function of the SNR. 

From the simulation results, it can be noted that the decoder’s capability to detect and correct all received errors 

depends on the channel condition and the code rate used. Lower code rates were used for the bad channel, 

where more parity bits were added to combat the channel impairments. The results show that using offset min-

sum decoder for NR-LDPC have BER performance in order of ≤ 10−5. The BER results revealed Polar codes’ 

superiority for transmitting short data messages and LDPC codes’ superiority for transmitting longer messages. 

This justifies the reason for using Polar codes in the control channels and LDPC codes in the data channels. 

The focus of the upcoming work will be on analyzing the maximum possible throughput for both UL and DL 

transmission over different channel models. 
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