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Abstract

Solving linear system of equation is a common situation in many scientific and
technological problems. Many methods either analytical or numerical, have been
developed to solve them so, in this paper | declared some methods to solve linear
system of equations for this we need to define some concepts. Generally talked
about triangular matrices and non-singular we have defined it, we have taken
examples. Matrix Like a general method most used in linear algebra is the Gauss
Elimination, Gauss Jordan; in this paper | will explain these by taking an example.
Also in this paper | will explain the LU decomposition method to construct
triangular matrix. Finally, I will enquire the power method for finding numerical

eigenvalues.
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Introduction

Numerical linear algebra is a branch of mathematics that deals with the
development and analysis of numerical algorithms for solving problems in linear
algebra, such as solving systems of linear equations, finding eigenvalues and
eigenvectors, and performing matrix factorizations. Linear systems arise in many
applications in science, engineering, and mathematics, and they can often be
represented in matrix form. Numerical methods for solving linear systems play a
crucial role in many scientific and engineering applications, such as signal
processing, image processing, data analysis, and optimization. In this context, a
numerical linear system is a system of linear equations that is solved using
numerical methods, such as Gaussian elimination, LU factorization, and iterative
methods like Jacobi, and conjugate gradient. These methods are used to obtain
approximate solutions that are accurate enough for the desired application, while
taking into account the computational resources available. Overall, numerical
linear algebra is a fundamental tool in scientific and engineering computation, and
its applications continue to grow with the increasing complexity of real-world

problems.
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Chapter one
Basic Concepts

1.1 Triangular Matrices
Definition 1.1.1: A square matrix is said to be triangular if the elements above (or

below of the main diagonal are zero. For example the matrices

a1 Q12 Qg3 b;y O 0
A= 0 azz a23] and B = b21 bzz 0 ]
0 0 as; b3y b3, b33

Definition 1.1.2: Ann X n square matrix A = [aij]is said to be an upper
triangular matrix if and only if aij = 0, for all i > j. This implies that all
elements below the main diagonal of a square matrix are zero in an upper

triangular matrix. A general notation of an upper triangular matrix is.
U= [ufori < j,0fori > j].

Definition 1.1.3: An n X n square matrix A = [aij] is said to be a lower
triangular matrix if and only ifaij = 0, for all i < j. This implies that all
elements above the main diagonal of a square matrix are zero in a lower triangular

matrix. A general notation of a lower triangular matrix is.

L = [lijfori = j,0fori < j].
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1.2 Non-Singular Matrix

Definition 1.2.1: A non-singular matrix is a square matrix whose determinant is
not equal to zero. The non-singular matrix is an invertible matrix, and its inverse
can be computed as it has a determinant value. For a square matrix
A =[abcd][abcd], the condition of it being a non singular matrix is the

determinant of this matrix A is a non zero value. |A| = |ad — bc| # 0.
Properties of Non-Singular Matrix

The following are some of the important properties of a non-singular matrix.

« The determinant of a non-singular matrix is a non-zero value.

« The non-singular matrix is also called an invertible matrix because its
determinant can be computed.

« The non-singular matrix is a square matrix because determinants can be
calculated only for non-singular matrices.

« The product of two non-singular matrices is a non-singular matrix.



« If Ais a non-singular matrix, k is a constant, and then kA is also a non-singular

matrix.
Example: Find the determinant value of the matrix B _54] and prove if itis a

singular or a non-singular matrix.

-

Solution: The given matrix is A = [; c

Foramatrix A = [‘Cl Z] the determinant of the matrix is |A| = |ad — bc|.

Al =1(5) - 3)(-4)=5—-(—-12)=5+12=17
Therefore, the determinant of the matrix [A| = 17, and it is a nonsingular matrix.

Definition 1.2.2: The transpose of a matrix is found by interchanging its rows
into columns or columns into rows. The transpose of the matrix is denoted by using
the letter “T” in the superscript of the given matrix. For example, if “A” is the

given matrix, then the transpose of the matrix is represented by A’ or AT.

a d
a b c

A = A"=| b e
d = f

C f

< X 3 i e

Example: Find the transpose of the given matrix

2 —9 3
13 11 -7
M=13 6 15

4 13 1



Solution: Given a matrix of the order 4 X 3.
The transpose of a matrix is given by interchanging rows and columns.

2 13 3 4
MT = [—9 11 6 13]
3 —-17 15 1

Some properties of triangular matrix:

Since we have understood the meaning of a triangular matrix, let us go through
some of its important properties. Given below is a list of the properties of a

triangular matrix:

1. The transpose of a lower triangular matrix is an upper triangular matrix and
vice-versa.

2. If Al and A2 two upper(lower) triangular matrices of the same order then
A1l + A2 are also upper(lower) triangular matrices of the same order.

3. A triangular matrix is invertible if and only if all entries of the main diagonal
are non-zero.

4. The product of two lower(upper) triangular matrices is a lower(upper)
triangular matrix.

5. The inverse of a triangular matrix is triangular.

6. The determinant of a triangular matrix is the product of the elements of the

main diagonal.

7. The inverse of a nonsingular lower(upper) triangular matrix is also a

lower(upper) triangular matrix.


https://www.cuemath.com/algebra/determinant-of-matrix/

Proof(1): Let U=[a],,, be an upper triangular matrix. By definition:
VajjeU:i>j=a;;=0

Let UT=[b],,, be the transpose of U.

That is:

UT = [blym: Vi € [1..n],j€ [1..n] : b;; = a;;

Thus:

Vb EUT:i > j=b; =0

By exchanging i and j in the notation of the above:

Vb €UT:i < j=b;; =0

Thus by definition it is seen that U7 is a lower triangular matrix.

Proof(4): we will prove the result for lower triangular matrices; the proof
for upper triangular matrices is similar. Let A = [a;;] and B = [b;;] be
lower triangular n x n matrices, and let C = [c;;] be the product C = AB.
We can prove that C is lower triangular by showing that ¢;; = 0 for i <.

But from the definition of matrix multiplication,
Cij = Qi1b1j + Appbyj ++ -+ +ainby;

If we assume that i < j, then the terms in this expression can be grouped as
follows:

Cij = ailblj + aizsz +- - +ai(j_1)b(j_1)j + anH +- - +ambnj

In the first grouping all of the b factors are zero since B is lower triangular,
and in the second grouping all of the a factors are zero since A is lower

triangular. Thus, ¢;; = 0, which is what we wanted to prove.



Example: Find the inverse of the matrix

1 2 3
A=10 1 2] Let
0 0 1
a11 Q12 A13]
A‘1=l0 Azy Q23
0 0  assl

i1 Q12 a3 1 0 0
Since AA™Y =1 [0 az; azgl 0 1 2] [o 1 0]
0 0 as3llo o 11 1o o 1

Multiplying the matrices on the left side and equating corresponding elements On
both sides, we obtain

a;; =1 az; =1
201 +a;, =0 205, +a,3 =0
Ay, = —2 ay3 = —2
3a41 +2a4, +a43=0 as; =1
a3 =1



1.3 Lu decomposition of a Matrix

all alz o aln
a a cee az
LetA = %21 %2z = T2n
an1 an2 Apn

be a nonsingular square matrix. Then can be factorized into the form LU. Where

1 O O 0 u11 u12 ulTL
p=|lr 10 0 ang = |0 2 T M
lnl an 1 0 0 v Qpn

ai1 Aqz Qg3
Az1 QAzp QA3
az1 dzpz A3z

a;; # 0, | | * 0, #+ 0, and so on. It is a standard result of

a1 Ay

linear algebra that such a factorization, when it exists, is unique. Similarly, the

factorization LU where

111 0 e e 0 1 0 0
L=|k1 b2 0 0 Hang [o 1 uZn]
lnl an ln3 B lnn 00 w1

Is also a unique factorization. We outline below the procedure for finding L and U

with a square matrix of order 3. Let

a;pr Qe Qg3 u11 U2 Uggz
az1 Ay a23_l21 uzz u23

az1 dzpy dAzz 33

A_

l31

Multiplying the matrices on the right side. And equating the corresponding

elements of both sides, we get



U117 = Qqq, Uy = Qq2, U3 = dq3,
l1uy1 = ayy, lr1Uyp + Uy = Ay, lr1Uy3 + Uz = a3,
31Uy = azq, l31U17 + [32Upp = A3y, I31U43 + [35Up3 + Uz3 = azs

From the above equations, we obtain

__ Q21 __ Q31 _ azq _ azq
l, =—, 31 ===, Uy =ap, Ay, Uz3z = A3
aiq ajs aiq aiy

aq3

l3; =

from which u3;5; can be computed. The given procedure is a systematic one to
evaluate the elements of L and U (where L is unit lower triangular and U upper
triangular). First, we determine the first row of U and the first column of L, then
we determine the second row of U and the second column of [, and finally, we
compute the third row of U. It is obvious that this procedure can be generalized.

When the factorization is complete. The inverse of a can be computed.
Example: Solve the following system of equation by LU Decomposition method
X+5y+z=14

1 5 171 x 14
2x+y+3z=13 [2 1 3] <y>=<13>

3 1 41 ‘\z/ \17

3Ix+y+4z=17

1 5 1
Solution: A= |2 1 3|=LU
3 1 4




U1 Uqz  Ugs
[2 1 3] [L21 ] [ 0 uy, u23]
3 1 4 L31 L32 0 O u33

U =1, wp=5,u3=1 , lhauy =2, l31U17 = 3
iy H Uy =1 lbo=2 , [31=3 , Uy = —9

lpaugz + U3 =3, I31ugp + Uy = Luyz =1

14 _5
l3; = 5 31Uy + l35uUp3 + Uz3 = 4 , Uzz = —

[N

-5

1 0 07111 1
A=1LU = 2 1 0 0 -9 1
3 = 1



Chapter Two

2.1 Solution of linear systems-Direct methods

The solution of a linear system of equation can be accomplished by a

Numrical method which falls in one of two categories:direct or iterative

Methods amongst the direct methods.we will describe the elimination

Method by gauss as also its modification and the LU decomposition method.About

the iterative types,we will describe only the Jacobi and Gauss-seidel methods

2.1.1 Gauss Elimination

This is the elementary elimination method and it reduces the system of
Equations to an equivalent upper-triangular system, which can be solved
By back substitution Let the system of n linear equations in n unknowns be given
by
a1 X1 + A%, +aq3x3+ -+ a1 X, = by

a21X1 + a21 xZ + a23x3 + -4 azn xn - bz

Ap1X, + app +apzxs+ -+ a,x, =b,
The elementary row operations used in Gaussian elimination are:
1.interchange two rows.
2.Multiply a row by a nonzero constant.

3. Add a multiple of one row to another row.

10



Example:
x—y+2z=3
Xx+y+3z=5

3x —4y — 5z =—13

N RN

Solution:

1 -1 2: 3
:[1 1 3: 5 ] R2— R2 — R1 R3—-R3—3R1
3 —4 —-5: -—-13

1 -1 2: 3
[O 2 1: 2 ]R3—> 3R3 + R2
O -1 -—-11: =22

1 -1 2: 3
=[O 2 1. 2 ]

0 0 -32: —64
—32z=-64 z=2
2y +z =2 y=0
x—y2+2z=3 x=-1

This an example of how Gaussian elimination can be used to solve a system of

linear equations.

11



2.1.2 Pivoting

The pivot or pivot element is the element of a matrix, or an array, which is selected
first by an algorithm (e.g. Gaussian elimination, simplex algorithm, etc.), to do
certain calculations. In the case of matrix algorithms, a pivot entry is usually
required to be at least distinct from zero, and often distant from it; in this case
finding this element is called pivoting. Pivoting may be followed by an interchange
of rows or columns to bring the pivot to a fixed position and allow the algorithm to
proceed successfully and possibly to reduce round-off error. It is often used for
verifying row echelon form. Pivoting might be thought of as swapping or sorting
rows or columns in a matrix, and thus it can be represented
as multiplication by permutation matrices. However, algorithms rarely move the
matrix elements because this would cost too much time; instead, they just keep
track of the permutations. Overall, pivoting adds more operations to the
computational cost of an algorithm. These additional operations are sometimes
necessary for the algorithm to work at all. Other times these additional operations

are worthwhile because they add numerical stability to the final result.

Example: use Gauss elimination to solve the system
2x+y+z=10
3x+2y+3z=18
x+4y+9z =16
For this we multiply the first equation by (—3/2) and add to the second to get
y+3z=6

Similarly. we multiply the first equation by (—1/2) and add it to the third to get

12
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7y + 17z = 22

Next, we have to eliminate y from (i) and (ii). For this we multiply (i) by -7 and
add to 9ii0.this gives

—4z=-200rz=5
The upper triangular form is therefore given by
2x+y+z=10
y+3z=6
z=5

It follows that the required solution is x = 7, y = —9 and z = 5 The next example

demonstrates the necessity or pivoting in the elimination method.

2.1.3 Gauss-Jordan Method
The following row operations on the augmented matrix of a system produce the
augmented matrix of an equivalent system, i.e., a system with the same solution as

the original one.
* Interchange any two rows.
* Multiply each element of a row by a nonzero constant.

* Replace a row by the sum of itself and a constant multiple of another row of the

matrix.

For these row operations, we will use the following notations.
*R; < R; means: Interchange row i and row j.

* aR; means: Replace row 1 with o times row 1.

*R; + aR; means: Replace row i with the sum of row i and a times row j.

13



The Gauss-Jordan elimination method to solve a system of linear equations is

described in the following steps.
1. Write the augmented matrix of the system.

2. Use row operations to transform the augmented matrix in the form described

below, which is called the reduced row echelon form (RREF).

(a) The rows (if any) consisting entirely of zeros are grouped together at the

bottom of the matrix.

(b) In each row that does not consist entirely of zeros, the leftmost nonzero element

iIsal (called a leading 1 or a pivot).
(c) Each column that contains a leading 1 has zeros in all other entries.
(d) The leading 1 in any row is to the left of any leading 1°’s in the rows below it.

3. Stop process in step 2 if you obtain a row whose elements are all zeros except
the last one on the right. In that case, the system is inconsistent and has no
solutions. Otherwise, finish step 2 and read the solutions of the system from the

final matrix.

Note: When doing step 2, row operations can be performed in any order. Try to
choose row operations so that as few fractions as possible are carried through the

computation. This makes calculation easier when working by hand.

Example: solve the system
2X+y+z=10
3x+2y+3z=18

X+4y+9z=16

14



Solution:

X+4y+9z=16
2x+y+z=10
3x+2y+3z+18
1 4 9]/ 16
IZ 1 1] <y>=<10>
3 2 31z 18
1 4 9 :16
(AB)=(2 1 1 :10 |R2-R2-2R1
3 2 3 :18
1 4 9 :16
=[O -7 —17 :-22|R3-> 7R3 —10R2
0 -10 -24 :-30
7 0 -5 :24
=0 -7 -17 :-22
0 0 2 :10
1 0 0 :98
=0 —-14 0 :126
L 0 0 2 :10
14x=98 — x=7
-14y=126 - y=-9

2z=10 » z=5

15
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2.1.4 Modification of the Gauss Method to compute the Inverse

We know that X will be the inverse of A if Ax = I where I is the unit matrix of
the same order as A. It is required to determine the elements of X such that For

example, for third-order matrices may be written as

a1 A1z A3 [X11 X122  X13 1 0 O
Az1 QAzp Qp3||X21 X2 X31=|0 1 O

31 A3z 0A3z3]1X31 X3z X33 0 0 1

The reader can easily see that this equation is equivalent to the three equations

[A11 Q12 Q137 [X11]
A1 Az Ap3||X21]|=
[A31 A3z A3z3][X31]

Q
N
=
Q
N
N
Q
N
w
=
N
N
T

We can therefore apply the Gaussian elimination method to each of these systems
and the result in each case will be the corresponding column of . Since the matrix
of coefficients is the same in each case , we can solve all the three systems

simultaneously. Starting with the augmented system

Qz1 Az A3:0 1 O

[an a2 a13:1 0 0]
az1 dzz Aaszz3:0 0 1

We obtain at the end of the first and second stage, respectively

/ ro,
0 a'y, a'y3i—az/a;; 1 Oland| 0 @y azsiay; 1 0

a;; a;p, aq3 1 0 0 lan a2 1301 0 0]
0 a,32 a’33:_331/311 0 1 0 0 a,33:a31 dszo 1

16



Whel’e a21 = _a21/a11,

az; = (az1/a11)(a’32/a’z) —azq/aqq, a3, = —a'32/a'22

The inverse can now be obtained easily, since the back-substitution process with
each column of the matrix | will yield the corresponding column of A~ where I is

given by.

Example: We shall consider again the system given we have here

2 1 1
A=|3 2 3] the augmented system is
1 4 9
2 1 1:1 0 0 2 1 1: 1 0 0
[3 2 3.0 1 0] [0 1/2 3/2:-3/2 1 0
1 4 90 0 1 o o0 17/2:—-1/2 0 1]
2 1 1: 1 0 0
0 1/2 3/2 —3/2 1 0] [0 1/2 3/2] [me 3/2
0 0 —2: -7 1 X31 1
2 1 2
0 1/2 3/2][3(22]_[ ] [0 1/2 3/2][9523]—[]
0 0 X32 0 X33
2 1 1 -3 5/2  1/2
A=13 2 3] [12 —15/2 3/2]
1 4 9 -5 7/2 -1/2

17



2.2 Numerical Eigen value
2.2.1 The Power Method

Like the Jacobi and Gauss-Seidel methods, the power method for approximating
eigenvalues is iterative. First we assume that the matrix A has a dominant
eigenvalue with corresponding dominant eigenvectors. Then we choose an initial
approximation x, of one of the dominant eigenvectors of A. This initial
approximation must be a nonzero vector in R™. Finally we form the sequence give
by

x, = Ax,

x, = Ax, = A(Axy) = A%x,

x3 = Ax, = A(A%x,) = A3x,

xk - Axk_l - A(Ak_le) == Akxo
For large powers of k, and by properly scaling this sequence, we will see that we
obtain a good approximation of the dominant eigenvector of A. This procedure is

illustrated in the following example.

18



Example

Complete six iterations of the power method to approximate a dominant

—-12

eigenvector of A=ﬁ _c

Solution: We begin with an initial nonzero approximation of x, = [ﬂ

We then obtain the following approximations.

_ _[2 —121111_[—-10 _ . [2.50
X =A% = [y —5.-1]" —4] ” 4[ 1 ]

_ _[2 —=12711—107_[28 2.80
X, = Axq = 1 =51l 2 ]_[10 - 10[ 1 ]

_ _[2 —127[28]_[—64 5[2.91
¥3 =A% =11 g .10H—22 ” 22[ 1 ]

_ _[2 —1271[—64]_[136 2.96
X=AG= 5 .—22] '[46 ” 4| 1 ]

_ _[2 —1271136]_[—280 on[2-98
SR e Py | brg b vy ” Zi el

_ _[2 —127[—2807_[568 2.99
¥s =A% =11 5]l o4 |5 190] > 19| 1 ]
Note that the approximations in Example appear to be approaching scalar
multiples of E] which we know from Example is a dominant eigenvector of
the matrix

2 —12 .
A= [ 1 _5] In Example the power method was used to approximate a

dominant eigenvector of the matrix A. In that example we already knew that the
dominant eigenvalue of A was For the sake of demonstration, however, let us

assume that we do not know the dominant eigenvalue of A. The following theorem

19



provides a formula for determining the eigenvalue corresponding to a given

eigenvector.
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