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[bookmark: _GoBack]Solving System of Linear Equation (Cont……)

2- Gaussian Elimination Method 
In linear algebra, Gaussian elimination is an algorithm for solving systems of linear equations. 
Elementary row operations are used to reduce a matrix to what is called triangular form. Gaussian elimination is a method of solving a linear system Ax=b  (consisting of m equations in n  unknowns) by bringing the augmented matrix
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Example: Solve the linear system by Gauss elimination method.                      
   y+z=2              
   2x+3z=5          
   x+y+z=3    
Solution: In this case, the augmented matrix  is
[image: ]

The method proceeds along the following steps. 
1. Interchange 1st  and 2nd   equation .
[image: ]
2. Divide the 1st  equation by 2 (or R1*(1/2)  ).
[image: ]


3. Add  -1  times the 1st   equation to the 3rd equation (or R1*(-1) +R3).
[image: ]





4. Add  -1  times  2nd   equation to the 3rd   equation  (or R2*(-1)+R3  ).

[image: ]

The last equation gives z=1  the second equation now gives y=1  Finally the first equation gives x=1 .  

Example
Let's solve the following system of equations:
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img9.gif]
In augmented matrix form we have
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img10.gif]
We now use the method of Gaussian Elimination:
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img11.gif]
We could proceed to try and replace the first element of row 2 with a zero, but we can actaully stop. To see why, convert back to a system of equations:
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img12.gif]
Notice the last equation: 0=5. This is not possible. So the system has no solutions; it is not possible to find values x, y, and z that satisfy all three equations simultaneously.
[bookmark: infinite]Example: Solve
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img13.gif]
In matrix form:
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img14.gif]
Using Gaussian Elimination:
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img15.gif]
Converting back to a system of equations:
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img16.gif]
Notice the last equation: 0=0 (this resulted from equation 3 being a linear combination of the other two equations). This is always true. And, we can solve the first two equations to get x and y as functions of z alone. Solving the second equation we get
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img17.gif]
And for the first equation
[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img18.gif]
The variable z in this problem is called a parameter since there are no constraints on what values z may take on. Thus, there are an infinite number of solutions - one for each value of z. Examples of solutions are (-11/8,13/8,0) and (-17/8,23/8,1) which come from setting z=0 and z=1, respectively. We may concisely write all solutions as triples of the form[image: https://math.oregonstate.edu/home/programs/undergrad/CalculusQuestStudyGuides/vcalc/gauss/img19.gif]    where t is any real number.
H.W: solve the system linear using Gaussian Elimination Method.
[image: ]





















3-Gaussian Jordan Elimination.
This method is a variation of Gaussian elimination method. In this method, the elements above and below the diagonal are simultaneously made zero. That is a given system is reduced to an equivalent diagonal form using elementary transformations. Then the solution of the resulting diagonal system is obtained. 
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· Iterative methods for solving system of linear Equation
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1-Jacobi Iteration Method
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Example

Solve the system of equation by using the Gauss Jordan elimination method
10x+y+z=12

2x+10y+2
xy+sz
Solution

3
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10x+y+z=12
2r+10y+2=13
xty+52=7
the given system
10 1 1)[x] [12
2 10 1||y|=|13
1orosil=] |7

the argumented matrix may be written as

001112
[4/B]=|2 10 1]13
1157
1 -8 44 -sI
~[2 10 1 | 13|R-9R,
s 7
1 -8 44 -sI
~|0 26 89 | 115 R,~2R,R,~R,
09 49 58
1 -8 44 -sI
~[0 1 89|59 |R-3R,
09 49 58
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ITERATIVE METHODS FOR SOLVING
LINEAR EQUATIONS

There are other methods that can be used to solve a set of linear equations that
are based on iteration. In these cases, an initial estimate of the parameters is
estimated and then the equations are solved, yielding an updated version of the
parameters. These new values are then inserted back into the equations and the
process continues until the desired solution is reached. The two iterative
methods discussed here are the Jacobi method and the Gauss-Seidel method.
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Jacobi Iteration

® Another way to understand this is to treat each equation separately:
® Given the i equation, solve for x;.

© Assume you know the other variables.

Xy Y e+ a, X, = b,

(b - Zavxj)
i J=Lj=i

® Use the current guess for the other variables.
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Jacobi iteration
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Jacobi Iteration - Example

© Example system:

¢ Initial guess:

® Algorithm:
x(n+l) _
y(n+1) _
Z0m+1) _

8x+y+3z=7
3x+8y+2z=12
2x+3y+8z=19

KO _ 00

1

(7, Y _ :(n))

(12-3x% —2:0)

— 00

= o0

(19— 2 —350))

3
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Jacobi Iteration - Example
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Jacobi Iteration - Example

o x=0.427734375
o YO = 1177734375
o 20)= 2876953125
o x¥=-0351
o y9=10.620
o Z9=13814





image29.png
Gauss-Seidel Iteration

¢ Another way to understand this is to again treat each equation
separately:
® Given the i equation, solve for x;.

® Assume you know the other variables.

ApXy + o AX, o+ ay,x, = b,

1 i
[b - ZHUYJ]::(bliz”'JYJ - zﬂy’%]
i i J

L= ==

© Use the most current guess for the other variables.
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Gauss-Seidel Iteration

¢ Looking at it more simply:

This iteration

Last iteration
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Example:solve the system using gauss

sedil
2
3 -5 2|[y|=|-14
-2 3 8|z 27

Noting that there are no zeros on the leading diagonal, we can solve the first
row for x, the second for y and the third for z:

x=(8-2y-3z)/4
y=(-14-3x-22)/(-5)
z=(27+2x-3y)/8
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X1 =(8-2y,-82,)/4

Yot =(-14-3%,,,-22,)/(-5)
2001 =(2742%,,,-3y,,,)/8

starting from x0 = y0 = z0 = 0 as the initial approximation. The first iteration gives

X = (8-2x0-3x0)/4 =2
¥ = (-14-3x2-2x0)/(-5) = 4
z, = (27+2x2-3x4)/8 = 2375

which is already different from before. The second iteration gives
X = (8-2x4-3x2375)/4 -1.781
¥, = (-14-3x(-1.781)-2x2.375)/(-5) = 2.681
z, = (27+2x(-1781)-3x2.681)/8 = 1924
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The third iteration gives

X, = (8-2x2681-3x1.924)/4 - 0784
¥y = (-14-3x(-0.784)-2x1.924)/(-5) = 3.099
z, = (27+2x(-0.784)-3x3.099)/8 = 2017

Bearing in mind that the exact solution is x =1, y = 3, = 2, things are looking a great deal better
than they were at the comparable stage of the Jacobi iterations, where we had x = -2.794,y =
2771 and z = 0.886. If we carry on with the Gauss-Seidel iterations, we obtain:

her. x v =z
il 2.000 4.000 2375
2 -1 781 2. 681 1924
3 -0.784 3.099 2.017
a -1.062 2.969 1.996
5 -0.982 3.009 2001
6 -1.006 2.997 2.000
z -0.998 3.001 2.000
8 -1.001 3.000 2.000
E) -1.000 3.000 2.000
10 -1.000 3.000 2.000
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Example: Solve the following system of equations using (a) 3 iterations of the Jacobi method and
(b) 3 iterations of the Gauss-Seidel method. Start with x=y=2z=0.

2 1 0]x] [2
1 -3 1|y|=|—2
-1 1 3|z |-

Solution Rearranging the equations, we get the basic template
(2+y)/2

(-2-x-2)/(-3)

(-6+x-y)/(-8)

X=
Y
z

(a) The iterative scheme for the Jacobi method is
= (2 - y..)/2
Yur=(-2-%,-2,)/(-3)
Z,q=(-6+x, -yn)/(-a)
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Jacobi iteration #1:

X
Y

4
Jacobi iteration #2:

3

Y2
Z

Jacobi iteration #3:

= (2+0)/2
= (-2-0-0)/(-3)
= (-6+0-0)/(-3)

(2+0.666)/2

(-2-1-2)/(-8)
(-6+1-0.666)/(-3)

X = (2+1.667)/2
¥, = (-2-1.333-1.889)/(-3) = 1.741
z, = (-6+1.333-1.667)/(-3) = 2111

1

0.666
2

1.333
1.667
1.889

= 1.833
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(b) The iterative scheme for the Gauss-Seidel method is 10d is

X,

et

Gauss-Seidel iteration #1:

x = (2+0)2 -1
%= (2-1-0)/(-8) = 1
z = (6+1-1)/(8) = 2
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Gauss-Seidel iteration #2:

X = (2+1)/2 - 15
¥, = (-2-15-2)/(-3) = 1.833
z, = (-6+1.5-1.833)/(-3) = 2111

Gauss-Seidel iteration #3:

x, = (2+1.833)/2 1.917
¥s = (-2-1917-2.111)/(-3) 2.009
z, (-6+1.917-2.009)/(-8) = 2.031

The Gauss-Seidel result is closer to the exact solution (x= y = z=2).
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This elimination process is also called the forward elimination
method.




image3.png
H N O

R oKr

S

[ )




