زانكوّى سهلاحـدين - هـهوليّر
Salahaddin University-Erbil

# Root Systems and their applications 

Research Project<br>Submitted to the department of (Mathematic) in partial fulfillment of the requirements for the degree of BSc. in (forth)

## By:

Shrehan Lashkr Aziz
Supervised by:

Dr. Hogir Mohammed Yaseen

April - 2023

## Certification of the Supervisors

I certify that this report was prepared under my supervision at the Department of Mathematics / College of Education / Salahaddin UniversityErbil in partial fulfillment of the requirements for the degree of Bachelor of philosophy of Science in Mathematics.

Signature:


Supervisor: Dr. Hogir Mohammed Yaseen
Scientific grade: Lecturer
Date: 6 / 4 /2023

In view of the available recommendations, I forward this report for debate by the examining committee.

Signature


Name: Assistant Prof. Dr. Rashad Rashid Haji
Scientific grade: Professor
Chairman of the Mathematics Department

## ACKNOWLEDGMENTS

In the Name of Allah, I must acknowledge my limitless thanks to Allah, the Ever-Thankful, for His helps and bless. I am totally sure that this work would have never become truth, without His guidance.

My deepest gratitude goes to my supervisor Dr. Hogir , who's worked hard with me from the beginning till the completion of the present research. A special thanks to Dr. Rashad the head mathematic Department for his continuous help during this study.

I would like to take this opportunity to say warm thanks to all my friends, who have been so supportive along the way of doing my research, colleagues for their advice on various topics, and other people who are not mentioned here. I also would like to express my wholehearted thanks to my family for their generous support they provided me throughout my entire life and particularly through the process of pursuing the BSc . degree.


#### Abstract

In this work we study Root Systems and their applications. First we write basic definitions and results about vector spaces and inner product that we need in our work. Then we study simple Lie algebras and their root systems. At the end, we study the classification of irreducible root systems of semi simple Lie algebras by using Dynkin Diagrams and Cartan Matrices.
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## Introduction

Linear algebra has in recent years become an essential part of the mathematical background required by mathematicians and mathematics teachers, engineers, computer scientists, physicists, economists, and statisticians, among others. This requirement reflects the importance and wide applications of the subject matter. Vector spaces play a key role in Lie theory and Lie groups. Lie theory has its roots in the work of Sophus Lie, who studied certain transformation groups that are now called Lie groups. His work led to the discovery of Lie algebras. By now, both Lie groups and Lie algebras have become essential to many parts of mathematics and theoretical physics.

A root system in mathematics is a configuration of vectors in a Euclidean space that meets specific geometrical requirements. The theory of Lie groups and Lie algebras, particularly the classification and representation theory of semisimple Lie algebras, both depend on the idea. Since Lie groups and Lie algebras have grown in significance in many areas of mathematics over the past century, the seeming specialness of root systems conceals the breadth of their applications. Additionally, the Dynkin diagram classification technique for root systems appears in areas of mathematics that don't directly relate to Lie theory. (such as singularity theory). In the context of spectral graph theory, root systems are also significant in and of themselves [1].

In this work we study root systems and their applications. This work consists of three chapters and is organized as follows. In chapter one we give basic definitions and results about vector spaces and algebras that we need in our work. In Chapter two we study inner product space and Lie algebras. At the last chapter, we study simple Lie algebras and their root systems. Furthermore, we study the classification of irreducible root systems of semi simple Lie algebras by using Dynkin Diagrams and Cartan Matrices.

## Chapter One

## Preliminary and Background

In this chapter we state basic definitions and results about ring and vector spaces that we need in our work. We gave many examples about these algebraic concepts.

## Definition 1.1[8]:

A non-empty set $G$ that is closed under a given operation '.' is called a group if the following axioms are satisfied.

1. If $\mathrm{a}, \mathrm{b}, \mathrm{c} \in G$ then $a(b c)=(a b) c$.
2. There are exists an element $e$ in $G$ such that
(a) For any element a in $G, e a=a e=a$.
(b) For any element $a \in G$ there exists an element $\mathrm{a}^{-1}$ in G such that $a^{-1} a=a a^{-1}=e$.

A group, which contains only a finite number of elements, is called a finite group, otherwise it is termed as an infinite group. By the order of a finite group we mean the number of elements in the group

## Example 1.2:

Let Q be the set of rationals. $\mathrm{Q} \backslash\{0\}$ is a group under multiplication. This is an infinite group.

## Example 1.3:

$\mathrm{Z}_{\mathrm{p}}=\{0,1,2, \ldots, \mathrm{p}-1\}$, p a prime be the set of integers modulo $\mathrm{p} . \mathrm{Zp} \backslash\{0\}$ is a finite cyclic group of order $\mathrm{p}-1$ under multiplication modulo p .

## Definition 1.4[2]:

A non-empty set R is said to be an associative ring if in R are defined two binary operations '+' and '.' respectively such that

1. $(R,+)$ is an additive abelian group and ( $R,$.$) is a semigroup.$
2. $a \cdot(b+c)=a \cdot b+a \cdot c$ and $(a+b) \cdot c=a \cdot c+b . c$ for all $a, b, c \in R$ (the two distributive laws).

## Example 1.5:

Let Z be the set of integers. Then $(\mathrm{Z},+,$.$) is a commutative ring with 1$.

## Example 1.6:

Let $\mathrm{Z}_{\mathrm{n}}=\{0,1,2, \ldots, \mathrm{n}-1\}$ be the ring of integers modulo n . Then $\mathrm{Z}_{\mathrm{n}}$ is a ring with unit under modulo addition and multiplication.

## Definition 1.7[2]:

A field is a set F which is closed under two operations + and $\times$ such that $(\mathrm{F},+)$ is an abelian group, $(\mathrm{F}-\{0\}, \times)$ is an abelian group and the distributive law hold.

## Example1.8:

R , the set of real numbers, and C , the set of complex numbers are both infinite fields with usual addition and multiplication.

## Definition 1.9[8]:

Let V be a set on which two operations (vector addition and scalar multiplication) are defined. If the listed axioms are satisfied for every $u, v$ and $w$ in V and every scalar (real number) c and d in F then V is called a vector space. First we list the condition for addition:

1. $u+\mathrm{v}$ is in V
2. $u+v=v+u$
3. $u+(v+w)=(u+v)+w$
4. $u+(-1) u=0$

Scalar Multiplication:
5. cu is inV
6. $c(u+v)=c u+c v$
7. $(c+d) u=c u=d u$
8. $c(d u)=(c d) u$
9. $1(u)=u$

## Closure under addition

Commutative property
Associative property
Additive inverse

Closure under scalar multiplication
Distributive property
Distributive property
Associative property
Scalar identity

## Definition 1.10[8]:

A nonempty W subset of a vector space V is called a subspace of V if W is a vector space under the operations of addition and scalar multiplication defined in $V$. If $W$ is a nonempty subset of a vector space $V$ then $W$ is a subspace of $V$ if and only if the following closure conditions hold.

1. If $u$ and $v$ are in $w$ then $u+v$ is in $W$.
2. If $\mathbf{u}$ is in W and c is any scalar, then cu is in W .

## Example 1.11:

The set of all ordered -tuples of real numbers $\mathrm{R}^{\mathrm{n}}$ with the standard operations is a vector space.

## Example 1.12:

The set of polynomial $K[x]$ is a vector space over $K$.

## Example 1.13:

Let W be the set of singular matrices of order 2 . Then W is not a subspace of $M_{2 \times 2}(R)$ because $W$ is not closed under addition. To see this, let $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right] \quad$ and $B=\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]$ And then $A$ and $B$ are both singular (noninvertible), but their sum $\mathrm{A}+\mathrm{B}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ is nonsingular.

## Definition 1.13[8]:

A vector $u \in V$ is called a linear combination of the vectors $u_{1}, u_{2}, \ldots . u_{k}$ in $V$ if $u$ can be written as $\mathrm{c}_{1} \mathrm{u}_{1}+\mathrm{c}_{2} \mathrm{u}_{2}+\ldots+\mathrm{c}_{\mathrm{k}} \mathrm{u}_{\mathrm{k}}$ where $\mathrm{c}_{1}, \mathrm{c}_{2}, \ldots, \mathrm{c}_{\mathrm{k}}$, are scalars.

## Example 1.14:

$(1,1,1)$ as a linear combination of vectors in the set $S=\{(1,2,3),(0,1,2),(-1,0,1)\}$

## Definition 1.15[8]:

Let $A=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{\mathrm{r}}\right\}$ be a collection of vectors from $\mathbf{R}^{\mathrm{n}}$. If $\mathrm{r}>2$ and at least one of the vectors in A can be written as a linear combination of the others, then A is said to be linearly dependent. The motivation for this description is simple: At least one of the vectors depends (linearly) on the others. On the other hand, if no vector in $A$ is said to be a linearly independent set.

## Example 1.16:

The vectors $(2,5,3),(1,1,1)$, and $(4,-2,0)$ are linearly independent.

## Definition 1.17 [6](span):

Let $\mathrm{S}=\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{k}}\right\}$ be a subset of a vector space V The set S is called a spanning set of V if every vector in V can be written as a linear combination of vectors in $\mathbf{S}$. In such cases it is said that S spans V .

## Example 1.18:

(a) The set $\mathrm{S}=\{(1,0,0),(0,1,0),(0,0,1)\}$ spans $\mathrm{R}^{3}$ because any vector $\mathrm{u}=\left(\mathrm{u}_{1}, \mathrm{u}_{2}, \mathrm{u}_{3}\right)$ in $\mathrm{R}^{3}$ can be written as $u=u_{1}(1,0,0)+u_{2}(0,1,0)+u_{3}(0,0,1)=\left(u_{1}, u_{2}, u_{3}\right)$.
(b) The set $S=\left\{1, X, X^{3\}}\right.$ spans $P 2$ because any polynomial function $P(X)=a+b x+c x^{2}$ in $P 2$ can be written as $P(X)=a(1)+b(x)+c\left(x^{2}\right)=$ $a+b x+c x^{2}$

## Definition 1.19[6]:

A bilinear form on a real vector space V is a function $\mathrm{f}: \mathrm{V} \times \mathrm{V} \rightarrow \mathrm{R}$ which assigns a number to each pair of elements of V in such a way that f is linear in each variable.

## Theorem 1.20:

Every bilinear form on $\mathrm{R}^{\mathrm{n}}$ has the form $\langle x, y\rangle=\mathrm{x}^{\mathrm{t}} \mathrm{Ay}=\sum_{\mathrm{i}, \mathrm{j}} \mathrm{a}_{\mathrm{ij}} \mathrm{x}_{\mathrm{i}} \mathrm{y}_{\mathrm{j}}$ for some $\mathrm{n} \times \mathrm{n}$ matrix A and we also have $\mathrm{a}_{\mathrm{ij}}=<\mathrm{e}_{\mathrm{i}}, \mathrm{e}_{\mathrm{j}}>$ for all $\mathrm{i}, \mathrm{j}$.

## Example 1.21:

Let A be an $\mathrm{m} \times \mathrm{n}$ matrix and let $\mathrm{B}: \mathrm{R}^{\mathrm{m}} \times \mathrm{R}^{\mathrm{n}} \rightarrow \mathrm{R}$ be defined by $B(x, y)=x^{T} A y$ for $x \in R^{m}, y \in R^{n}$. Then $B$ is clearly a bilinear form. In particular, if $m=n, A=I_{n}$, the identity matrix, then it shows that the Euclidean inner product on $\mathrm{R}^{\mathrm{n}}$ is a bilinear form. Generally for any inner product space V on the set of real numbers R , the function $\mathrm{B}: \mathrm{V} \times \mathrm{V} \rightarrow \mathrm{R}$ defined by $\mathrm{B}(\mathrm{x}, \mathrm{y})=\langle x, y\rangle$ is a bilinear form on V .

## Chapter Two

## Inner Products and Lie Algebras

In this chapter we study inner product on vector spaces and basic definiens and results about Lie algebras. We give many examples to illustrate these algebraic concepts.

## Definition 2.1[8]:

Let $\mathrm{u}, \mathrm{v}$, and w be vectors in a vector space V , and let c be any scalar. An inner product on V is a function that associates a real number ( $\mathbf{u}, \mathbf{v}$ ) with each pair of vectors u and v and satisfies the following axioms.

1. $\langle u, v\rangle=\langle v, u\rangle$
2. $\langle u, v+w\rangle=\langle u, v\rangle+\langle u, w\rangle$
3. $c\langle u, v\rangle=\langle c u, w\rangle$
$4,\langle v, v\rangle \geq 0$ and $\langle v, v\rangle=0$ iff $\mathrm{v}=0$.

## Remark 2,2[8] :

A vector space with an inner product is called an inner product space. Whenever an inner product space is referred to, assume that the set of scalars is the set of real numbers.

## Example 2.3:

In $R^{n}$, the dot product of two vectors $\mathbf{u}=\left(u_{1}, u_{2}, \ldots u_{n}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is defined by $\mathbf{u} \cdot \mathbf{v}=u_{1} v_{1}+u_{2} v_{2}+\ldots+u_{n} v_{n}$. It is easy to check that the dot product in $\mathrm{R}^{\mathrm{n}}$ satisfies the four axioms of an inner product.
The Euclidean inner product is not the only inner product that can be defined on $\mathrm{R}^{\mathrm{n}}$. Now we define more inner product on $\mathrm{R}^{\mathrm{n}}$.

## Examples 2.4:

a) Define $\langle u, v\rangle:=u_{1} v_{1}+2 u_{2} v_{2}$ where $u=\left(\mathrm{u}_{1}, \mathrm{u}_{2}\right)$ and $\mathrm{v}=\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right)$ are in $\mathrm{R}^{2}$. This function defines an inner product on $\mathrm{R}^{2}$ due to the following properties:

1e product of real numbers is commutative,
$\langle u, v\rangle=u_{1} v_{1}+2 u_{2} v_{2}=u_{1} v_{1}+2 u_{2} v_{2}=\langle v, u\rangle$
2. Let $\mathrm{w}=\left(\mathrm{w}_{1}, \mathrm{w}_{2}\right)$ Then

$$
\begin{aligned}
\langle u, v+w\rangle= & u_{1}\left(v_{1}+w_{1}\right)+2 u_{2}\left(v_{2}+w_{2}\right) \\
& =u_{1} v_{1}+u_{1} w_{1}+2 u_{2} v_{2}+2 u_{2} w_{2} \\
& =\left(u_{1} v_{1}+2 u_{2} v_{2}\right)+\left(u_{1} w_{1}+2 u_{2} w_{2}\right)
\end{aligned}
$$

3. if c is any scalar, then

$$
c\langle u, v\rangle=c\left(u_{1} v_{1}+2 u_{2} v_{2}\right)=\left(c u_{1}\right) v_{1}+2\left(c u_{2}\right) v_{2}=\langle c u, v\rangle
$$

4. The square of a real number is nonnegative, $\langle v, v\rangle=v_{1}^{2}+2 v_{2}^{2} \geq 0$

Moreover, this expression is equal to zero if and only if $v=0$.
b) we can be generalized (a) as follows to get an inner product on $\mathrm{R}^{\mathrm{n}}$ :

$$
\langle u, v\rangle=c_{1} u_{1} v_{1}+c_{2} u_{2} v_{2}+\ldots+c_{n} u_{n} v_{n} \quad c_{i} \geq 0
$$

The positive constants $c_{1}, \ldots, c_{2}$ called weights. If any $c_{i}$ is negative or 0 , then this function does not define an inner product.

## Gram-Schmidt Orthogonalizaition Process[8]

Suppose $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a basis of an inner product space V . One can use this basis to construct an orthogonal basis $\left\{w_{1}, w_{2}, \ldots, w_{n}\right\}$ of V as follows set

$$
\begin{gathered}
w_{1}=v_{1} \\
w_{2}=v_{2}-\frac{\left\langle v_{2}, w_{1}\right\rangle}{\left\langle w_{1}, w_{1}\right\rangle} w_{1} \\
w_{3}=v_{3}-\frac{\left\langle v_{3}, w_{1}\right\rangle}{\left\langle w_{1}, w_{1}\right\rangle} w_{1}-\frac{\left\langle v_{3}, w_{2}\right\rangle}{\left\langle w_{2}, w_{2}\right\rangle} w_{2} \\
w_{n}=v_{n}-\frac{\left\langle v_{n}, w_{1}\right\rangle}{\left\langle w_{1}, w_{1}\right\rangle} w_{1}-\frac{\left\langle v_{n}, w_{2}\right\rangle}{\left\langle w_{2}, w_{2}\right\rangle} w_{2}-\cdots-\frac{\left\langle v_{n}, w_{n-1}\right\rangle}{\left\langle w_{n-1}, w_{n-1}\right\rangle} w_{n-1}
\end{gathered}
$$

In other words, for $\mathrm{k}=2,3, \ldots, \mathrm{n}$, we define

$$
w_{k}=v_{k}-c_{k 1} w_{1}-\cdots-c_{k, k-1} w_{k-1}
$$

Where $c_{k i}=\left\langle v_{k}, w_{i}\right\rangle /\left\langle w_{i}, w_{i}\right\rangle$ is component of $v_{k}$ along $w_{i}$, thus $w_{1}, w_{2}, \ldots, w_{n}$ form an arthogonal basis for V as claimed . Normalizing each $w_{i}$ will then yield an orthogonal basis for V .

## Definition 2.5[4]:

An algebra over a field $F$ is a vector space $A$ over $F$ together with a bilinear map, $\mathrm{A} \times \mathrm{A} \rightarrow \mathrm{A},(\mathrm{x}, \mathrm{y})_{-} \rightarrow \mathrm{xy}$. We say that xy is the product of x and y . The algebra A is said to be associative if $(x y) z=x(y z)$ for all $x, y, z \in A$ and unital if there is an element $1_{\mathrm{A}}$ in A such that $1_{\mathrm{A}} \mathrm{X}=\mathrm{x}=\mathrm{x} 1_{\mathrm{A}}$ for all non-zero elements of A.

## Example 2.6:

The space of $n \times n$-matrices $\mathrm{M}_{\mathrm{n}}(\mathrm{R})$ with matrix addition and matrix multiplication form a R-algebra and the set of polynomial $\mathrm{R}[\mathrm{x}]$ is an R -algebra.

Example 2.7: $\mathrm{gl}(\mathrm{V})$, the vector space of linear transformations of the vector space V , has the structure of a unital associative algebra where the product is given by the composition of maps. The identity transformation is the identity element in $\mathrm{gl}(\mathrm{V})$.

Usually one studies algebras where the product satisfies some further properties, for example, Lie algebras and Jordan algebras.

## Definition 2.8[3]:

Let F be a field. A Lie algebra over F is an F -vector space L , together with a bilinear map, the Lie bracket $L \times L \rightarrow L,(x, y)_{-} \rightarrow[x, y]$, satisfying the following properties:

$$
\begin{align*}
& {[x, x]=0 \text { for all } x \in L}  \tag{L1}\\
& {[x,[y, z]]+[y,[z, x]]+[z,[x, y]]=0 \text { for all } x, y, z \in L} \tag{L2}
\end{align*}
$$

The Lie bracket $[x, y$ ] is often referred to as the commutator of $x$ and $y$. Condition (L2) is known as the Jacobi identity. As the Lie bracket [-,-] is bilinear, we have
$0=[x+y, x+y]=[x, x]+[x, y]+[y, x]+[y, y]=[x, y]+[y, x]$. Hence condition (L1) implies $[x, y]=-[y, x]$ for all $x, y \in L$.
If the field F does not have characteristic 2 , then putting $\mathrm{x}=\mathrm{y}$ in (L1') shows that (L1') implies (L1). Unless specifically stated otherwise, all Lie algebras in this book should be taken to be finite-dimensional.

## Example 2.9:

Let $\mathrm{F}=\mathbf{R}$. The vector product ( $\mathrm{x}, \mathrm{y}$ ) $\rightarrow \mathrm{x} \wedge \mathrm{y}$ defines the structure of a Lie algebra on $\mathbf{R}^{3}$. We denote this Lie algebra by $\mathbf{R}^{3}{ }_{\wedge}$. Explicitly, if

$$
\begin{array}{r}
\mathrm{x}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \text { and } \mathrm{y}=\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{3}\right) \text {, then } \\
\mathrm{x}^{\wedge} \mathrm{y}=\left(\mathrm{x}_{2} \mathrm{y}_{3}-\mathrm{x}_{3} \mathrm{y}_{2}, \mathrm{x}_{3} \mathrm{y}_{1}-\mathrm{x}_{1} \mathrm{y}_{3}, \mathrm{x}_{1} \mathrm{y}_{2}-\mathrm{x}_{2} \mathrm{y}_{1}\right) .
\end{array}
$$

1. $[\mathrm{x},[\mathrm{y}, \mathrm{z}]]=\left[\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right),\left(\mathrm{y}_{2} \mathrm{z}_{3}-\mathrm{y}_{3} \mathrm{z}_{2}, \mathrm{y}_{3} \mathrm{z}_{1}-\mathrm{y}_{1} \mathrm{z}_{3}, \mathrm{y}_{1} \mathrm{z}_{2}-\mathrm{y}_{2} \mathrm{z}_{1}\right)\right]$
$=\left[x_{2}\left(y_{1} z_{2}-y_{2} z_{1}\right)-x_{3}\left(y_{3} z_{1}-y_{1} z_{3}\right), x_{3}\left(y_{2} z_{3}-y_{3} z_{2}\right)-x 1\left(y_{1} z_{2}-y_{2} z_{1}\right), x_{1}\left(y_{3} z_{1}-y_{1} z_{3}\right)-\right.$ $\left.\mathrm{x}_{2}\left(\mathrm{y}_{2} \mathrm{z}_{3}-\mathrm{y}_{3} \mathrm{z}_{2}\right)\right]$
$=\left(\left(x_{2} y_{1} z_{1}-x_{2} y_{2} z_{1}\right)-\left(x_{3} y_{3} z_{1}-x_{3} y_{1} z_{3}\right),\left(x_{3} y_{2} z_{3}-x_{3} y_{3} z_{2}\right)-\left(x_{1} y_{1} z_{2}-x_{1} y_{2} z_{1}\right),\left(x_{1} y_{3} z_{1}-x_{1} y_{1} z_{3}\right)-\right.$ $\left(\mathrm{x}_{2} \mathrm{y}_{2} \mathrm{z}_{3}-\mathrm{x}_{2} \mathrm{y}_{3} \mathrm{z}_{3}\right)$ ).
Now we calculate $\left[\left(x_{2} y_{3}-x_{3} y_{2}, x_{3} y_{1}-x_{1} y_{3}, x_{1} y_{2}-x_{2} y_{1}\right),\left(z_{1}, z_{2}, z_{3}\right)\right]$
$=\left[\left(\mathrm{x}_{3} \mathrm{y}_{1}-\mathrm{x}_{1} \mathrm{y}_{3}\right) \mathrm{z} 3-\left(\mathrm{x}_{1} \mathrm{y}_{2}-\mathrm{x}_{2} \mathrm{y}_{1}\right) \mathrm{z}_{2},\left(\mathrm{x}_{1} \mathrm{y}_{2}-\mathrm{x}_{2} \mathrm{y}_{1}\right) \mathrm{z}_{1}-\left(\mathrm{x}_{2} \mathrm{y}_{3}-\mathrm{x}_{3} \mathrm{y}_{2}\right) \mathrm{z}_{3},\left(\mathrm{x}_{2} \mathrm{y}_{3}-\mathrm{x}_{3} \mathrm{y}_{2}\right) \mathrm{z}_{2}-\left(\mathrm{x}_{3} \mathrm{y}_{1}-\right.\right.$ $\left.\mathrm{x}_{1} \mathrm{y}_{3}\right) \mathrm{z} 1$ ]
$=\left(\left(\mathrm{x}_{3} \mathrm{y}_{1} \mathrm{z}_{3}-\mathrm{x}_{1} \mathrm{y}_{3} \mathrm{z}_{3}\right)-\left(\mathrm{x}_{1} \mathrm{y}_{2} \mathrm{z}_{2}-\mathrm{x}_{2} \mathrm{y}_{1} \mathrm{z}_{2}\right),\left(\mathrm{x}_{1} \mathrm{y}_{2} \mathrm{z}_{1}-\mathrm{x}_{2} \mathrm{y}_{1} \mathrm{z}_{1}\right)-\left(\mathrm{x}_{2} \mathrm{y}_{3} \mathrm{z}_{3}-\mathrm{x}_{3} \mathrm{y}_{2} \mathrm{z}_{3}\right),\left(\mathrm{x}_{2} \mathrm{y}_{3} \mathrm{z}_{2}-\mathrm{x}_{3} \mathrm{y}_{2} \mathrm{z}_{2}\right)-\right.$ $\left(x_{3} y_{1} z_{1}-x_{1} y_{3} z_{1}\right)$
It is only remain to calculate
$\left[\left(y_{1}, y_{2}, y_{3}\right),\left(x_{2} z_{3}-x_{3} z_{2}, x_{3} z_{1}-x_{1} y_{3}, x_{1} z_{2}-x_{2} z_{1}\right)\right]$
$=\left[y_{2}\left(x_{1} z_{2}+x_{2} z_{1}\right)-y_{3}\left(x_{3} z_{1}-x_{1} y_{3}\right), y_{3}\left(x_{2} z_{3}-x_{3} z_{2}\right)-y_{1}\left(x_{1} z_{2}-x_{2} z_{1}\right), y_{1}\left(x_{3} z_{1}-x_{1} y_{3}\right)-y_{2}\left(x_{2} z_{3}-x_{3} z_{2}\right)\right]$.
We get that this product satisfies the Jacoby identity now we check bilinearity.
2. $[x+y, z]=\left[\left(x_{1}+y_{1}, x_{2}+y_{2}, x_{3}+y_{3}\right),\left(z_{1}, z_{2}, z_{3}\right)\right.$
$=\left[\left(\mathrm{x}_{2}+\mathrm{y}_{2}\right) \mathrm{z}_{3}-\left(\mathrm{x}_{3}+\mathrm{y}_{3}\right) \mathrm{z}_{2},\left(\mathrm{x}_{3}+\mathrm{y}_{3}\right) \mathrm{z}_{1}-\left(\mathrm{x}_{1}+\mathrm{y}_{1}\right) \mathrm{z}_{3},\left(\mathrm{x}_{1}+\mathrm{y}_{1}\right) \mathrm{z}_{2}-\left(\mathrm{x}_{2}+\mathrm{y}_{2}\right) \mathrm{z}_{1}\right]$
$=\left[\left(x_{2} z_{3}+y_{2} z_{3}\right)-\left(x_{3} z_{2}+y_{3} z_{2}\right),\left(x_{3} z_{1}+y_{3} z_{1}\right)-\left(x_{1} z_{3}+y_{1} z_{3}\right),\left(x_{1} z_{2}+y_{1} z_{2}\right)-\left(x_{2} z_{2}+y_{2} z_{1}\right)\right]$
$\left[\left(x_{1}, x_{2}, x_{3}\right),\left(z_{1}, z_{2}, z_{3}\right)\right]=\left[x_{2} z_{3}-x_{3} z_{2}, x_{3} z_{1}-x_{1} z_{3}, x_{1} z_{2}-y_{2} z_{1}\right]$
$\left[\left(x_{2} z_{3}-x_{3} z_{2}\right)+\left(y_{2} z_{3}-y_{3} z_{2}\right),\left(x_{3} z_{1}-x_{1} z_{3}\right)+\left(y_{3} z_{1}-z_{3}\right),\left(x_{1} z_{2}-x_{2} z_{1}\right)+\left(y_{3} z_{1}-y_{1} z_{3}\right),\left(x_{1} z_{2}-\right.\right.$ $\left.\left.x_{2} z_{1}\right)+\left(y_{1} z_{2}-y_{3} z_{1}\right)\right]$
3. We show that $[r x, z]=r[x, z]$.
$\left[\mathrm{r}\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right),\left(\mathrm{z}_{1}, \mathrm{z}_{2}, \mathrm{z}_{3}\right)\right]=\left[\left(\mathrm{rx}_{1}, \mathrm{rx}_{2}, \mathrm{rx}_{3}\right),\left(\mathrm{z}_{1}, \mathrm{z}_{2}, \mathrm{z}_{3}\right)\right]=\left(\mathrm{rx}_{2} \mathrm{z}_{3}-\mathrm{rx}_{3} \mathrm{z}_{2}, \mathrm{rx}_{3} \mathrm{z}_{1}-\mathrm{rx}_{1} \mathrm{z}_{3}, \mathrm{rx}_{1} \mathrm{z}_{2}-\mathrm{rx}_{2} \mathrm{z}_{1}\right)$
$r\left[\left(x_{1}, x_{2}, x_{3}\right),\left(z_{1}, z_{2}, z_{3}\right)\right]=r\left(x_{2} Z_{3}-x_{3} Z_{2}, x_{3} Z_{1}-x_{1} Z_{3}, x_{1} Z_{2}-x_{2} z_{1}\right)$
$=\left(\mathrm{rx}_{2} \mathrm{Z}_{3}-\mathrm{rx}_{3} \mathrm{z}_{2}, \mathrm{rx}_{3} \mathrm{Z}_{1}-\mathrm{rx}_{1} \mathrm{z}_{3}, \mathrm{rx}_{1} \mathrm{z}_{2}-\mathrm{rx}_{2} \mathrm{z}_{1}\right)$

## Chapter Three

## Root Systems

In this chapter we study simple Lie algebras and their root systems. Furthermore, we study the classification of irreducible root systems of semi simple Lie algebras by using Dynkin Diagrams and Cartan Matrices. We start by the definition of root system.

## Definition 3.1[4]:

Let $E$ be a finite-dimensional real vector space endowed with an inner product written $(-,-)$. Given a non-zero vector $\mathrm{v} \in \mathrm{E}$, let $\mathrm{s}_{\mathrm{v}}$ be the reflection in the hyperplane normal to v . Thus $\mathrm{s}_{\mathrm{v}}$ sends v to -v and fixes all elements y such that $(y, v)=0$. As an easy exercise, the reader may check that
$\mathrm{s}_{\mathrm{v}}(\mathrm{x})=\mathrm{x}-\frac{2(\mathrm{x}, \mathrm{v})}{(\mathrm{v}, \mathrm{v})} \mathrm{v} \quad$ for all $\mathrm{x} \in \mathrm{E}$ and that sv preserves the inner product, that is, $\left(s_{v}(x), s_{v}(y)\right)=(x, y) \quad$ for all $x, y \in E$.
As it is a very useful convention, we shall write $\langle x, v\rangle:=\frac{2(x, v)}{(v, v)}$,
noting that the symbol $\langle x, v\rangle$ is only linear with respect to its first variable, $x$. with this notation, we can now define root systems.

## Definition 3.2[4]:

A subset R of a real vector space E is a root system if it satisfies the following:
(R1) R is finite, it spans E, and it does not contain 0 .
(R2) If $\alpha \in R$, then the only scalar multiples of $\alpha$ in $R$ are $\pm \alpha$.
(R3) If $\alpha \in R$, then the reflection s $\alpha$ permutes the elements of $R$.
(R4) If $\alpha, \beta \in \mathrm{R}$, then $<\alpha, \beta>\in \boldsymbol{Z}$.
The elements of R are called roots.

## Examples 3.3:

1) The root space decomposition gives our main example. Let $L$ be a complex semisimple Lie algebra, and suppose that $\Phi$ is the set of roots of $L$ with respect to some fixed Cartan subalgebra $H$. Let $E$ denote the real span of $\Phi$. the
symmetric bilinear form on E induced by the Killing form (,-- ) is an inner product. Then $\Phi$ is a root system in E, see [1].
2) We work in $\mathbf{R}^{1+1}$, with the Euclidean inner product.

Let $\varepsilon_{i}$ be the vector in E with i-th entry 1 and all other entries zero. Then $\mathrm{R}:=\left\{ \pm\left(\varepsilon_{\mathrm{i}}-\varepsilon_{\mathrm{j}}\right): 1 \leq \mathrm{i}<\mathrm{j} \leq 1+1\right\}$ is a root system in E where
$E=\operatorname{SpanR}=\left\{\sum \alpha_{i} \varepsilon_{i}: \sum \alpha_{i}=0\right\}$.

## Proposition 3.4[5] :

Let V be a finite-dimentional inner-product space over R. For any $\mathrm{x}, \mathrm{y}, \mathrm{v} \in R^{n}$ with $\mathrm{v} \neq 0$ the reflection $s_{v}$ preserves the inner product: That is $\left(s_{v}(x), s_{v}(y)\right)=(x, y)$.
Proof : We use that the inner product in a real vector space is bilinear and positive definite to expand our expression and get the desired equality.
$\left(s_{v}(x)\right),\left(s_{v}(y)\right)=\left(x-2 \frac{(x, v)}{(v, v)} v, y-2 \frac{(y, v)}{(v, v)} v\right)$
$=(x, y)+\left(x,-2 \frac{(y, v)}{(v, v)} v\right)+\left(-2 \frac{(x, v)}{(v, v)} v, y\right)+\left(-2 \frac{(x, v)}{(v, v)} v,-2 \frac{(y, v)}{(v, v)} v\right)$
$=(x, y)-2 \frac{(y, v)}{(v, v)}(x, v)-2 \frac{(x, v)}{(v, v)}(v, y)+2 \frac{(y, v)}{(v, v)} \cdot 2 \frac{(x, v)}{(v, v)}(v, v)$
$=(x, y)-4 \frac{(x, v)(y, v)}{(v, v)}+4 \frac{(x, v)(y, v)}{(v, v)}=(x, y)$.
Lemma 3.5[4] (Finiteness Lemma): Suppose that R is a root system in the real inner-product space E . Let $\alpha, \beta \in \mathrm{R}$ with $\beta \neq \pm \alpha$. Then $<\alpha, \beta><\beta, \alpha>\in\{0,1,2,3\}$. The possibilities are as follows:

| $\langle\alpha, \beta\rangle$ | $\langle\beta, \alpha\rangle$ | $\theta$ | $\frac{(\beta, \beta)}{(\alpha, \alpha)}$ |
| ---: | ---: | ---: | :--- |
| 0 | 0 | $\pi / 2$ | undetermined |
| 1 | 1 | $\pi / 3$ | 1 |
| -1 | -1 | $2 \pi / 3$ | 1 |
| 1 | 2 | $\pi / 4$ | 2 |
| -1 | -2 | $3 \pi / 4$ | 2 |
| 1 | 3 | $\pi / 6$ | 3 |
| -1 | -3 | $5 \pi / 6$ | 3 |

Given roots $\alpha$ and $\beta$, we would like to know when their sum and difference lie in $R$. Our table deduce the following:

Proposition 3.6[4]: Let $\alpha, \beta \in \mathrm{R}$.
(a) If the angle between $\alpha$ and $\beta$ is strictly obtuse, then $\alpha+\beta \in \mathrm{R}$.
(b) If the angle between $\alpha$ and $\beta$ is strictly acute and

$$
(\beta, \beta) \geq(\alpha, \alpha) \text {, then } \alpha-\beta \in R .
$$

## Example 3.7:

We work on the root system called $\mathrm{A}_{2}=\left\{\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{2}-\varepsilon_{3}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{3}-\varepsilon_{2}\right\}$ on $\mathrm{R}^{3}$ where $\quad \varepsilon_{1}=(1,0,0), \varepsilon_{2}=(0,1,0), \varepsilon_{3}=(0,0,1)$. Set

$$
\begin{gathered}
\alpha_{1}=\varepsilon_{1}-\varepsilon_{2}=(1,0,0)-(0,1,0)=(1,-1,0) \\
\alpha_{2}=\varepsilon_{2}-\varepsilon_{3}=(0,1,0)-(0,0,1)=(0,1,-1) \\
<\alpha_{1}, \alpha_{2}><\alpha_{2}, \alpha_{1}>=\frac{2\left(\alpha_{1}, \alpha_{2}\right)}{\left(\alpha_{2}, \alpha_{2}\right)}=\frac{2\left(\alpha_{2}, \alpha_{1}\right)}{\left(\alpha_{1}, \alpha_{1}\right)} \\
\left(\alpha_{1}, \alpha_{1}\right)=(1,-1,0),(1,-1,0)=2 \\
\left(\alpha_{2}, \alpha_{2}\right)=(0,1,-1),(0,1,-1)=2 \\
\left(\alpha_{2}, \alpha_{1}\right)=(0,1,-1),(1,-1,0)=-1 \\
\left(\alpha_{1}, \alpha_{2}\right)=(1,-1,0),(0,1,-1)=-1 \\
=\frac{2(-1)}{2} \times \frac{2(-1)}{2}=1
\end{gathered}
$$

## Definition 3.8[4]:

The root system $R$ is irreducible if $R$ cannot be expressed as a disjoint union of two non-empty subsets $R_{1} \cup R_{2}$ such that $(\alpha, \beta)=0$ for $\alpha \in R_{1}$ and $\beta \in R_{2}$.
Note that if such a decomposition exists, then $R_{1}$ and $R_{2}$ are root systems in their respective spans. The next lemma tells us that it will be enough to classify the irreducible root systems.

## Lemma 3.9[4]:

Let $R$ be a root system in the real vector space E . We may write R as a disjoint union $R=R_{1} \cup R_{2} \cup \ldots \cup R_{k}$, where each $R_{i}$ is an irreducible root system in the space $E_{i}$ spanned by $R_{i}$, and $E$ is a direct sum of the orthogonal subspaces $\mathrm{E}_{1}, \ldots, \mathrm{E}_{\mathrm{k}}$.

## Definition 3.10[4]:

A subset $B$ of $R$ is a base for the root system $R$ if
(B1) B is a vector space basis for E , and
(B2) every $\beta \in \mathrm{R}$ can be written as $\beta=\sum_{\alpha \in \mathrm{B}} k_{\alpha} \alpha$ with $k_{\alpha} \in \mathbf{Z}$, where all the nonzero coefficients $k_{\alpha}$ have the same sign..

## Theorem 3.11[4]:

Every root system has a base.

## Remark 3.12[4]:

A root system R will usually have many possible bases. For example, if B is a base then so is $\{-\alpha: \alpha \in B\}$. In particular, the terms "positive" and "negative" roots are always taken with reference to a fixed base B.

## The Weyl Group of a Root System :

For each root $\alpha \in R$, we have defined a reflection s $\alpha$ which acts as an invertible linear map on E. We may therefore consider the group of invertible linear transformations of $E$ generated by the reflections $s \alpha$ for $\alpha \in R$. This is known as the Weyl group of R and is denoted by W or $\mathrm{W}(\mathrm{R})$.

Lemma 3.13[4]: The Weyl group $W$ associated to $R$ is finite.
Lemma 3.14[4]: If $\alpha \in B$, then the reflection $s_{\alpha}$ permutes the set of positive roots other than $\alpha$.

## Proposition 3.15[4]:

Suppose that $\beta \in R$. There exists $g \in W$ and $\alpha \in B$ such that $\beta=g(\alpha)$.

## Definition 3.16[4]:

Let R and $\mathrm{R}_{-}$be root systems in the real inner-product spaces E and E ', respectively. We say that $R$ and $R^{\prime}$ are isomorphic if there is a vector space. isomorphism $\phi: E \rightarrow E^{\prime}$ such that $\phi(R)=R^{\prime}$, and for any two roots $\alpha, \beta \in R$, $(\alpha, \beta)=(\phi(\alpha), \phi(\beta))$.

Recall that if $\theta$ is the angle between roots $\alpha$ and $\beta$, then $4 \cos 2 \theta=(\alpha, \beta)(\beta, \alpha)$, so the condition says that $\phi$ should preserve angles between root vectors.

## Definition 3.17:

Let $\mathrm{B}=\left\{\alpha_{1}, \ldots, \alpha_{1}\right\}$ be a base in a root system R. The Cartan matrix of R is defined on the $l \times 1$ matrix with ij -th entry $\mathrm{A}_{\mathrm{ij}}=\left\langle\alpha_{\mathrm{i}}, \alpha_{\mathrm{j}}\right\rangle$. Since for any root $\beta$ we have $A_{i j}=\left\langle\alpha_{i}, \alpha_{j}\right\rangle$. Therefore $A=\left(A_{i j}\right)$ is the Cartan matrix of $R$ with respect to $B$. It follows from Theorem that the Cartan matrix depends only on the ordering with our chosen base B and not on the base itself.
The Cartan matrix A has the following properties.
(i) $A_{i i}=2$ for all i .
(ii) $A_{i j} \in\{0,-1,-2,-3\}$ if $i \neq j$.
( iii ) If $A_{i j}=-2$ or -3 then $A_{j i}=-1$.
(iv ) $A_{i j}=0$ if and only if $A_{j i}=0$.

## Definition 3.18:

Let $A=\left(A_{i j}\right)$ be the Cartan matrix of $R$ with respect to $B=\left\{\alpha_{1}, \ldots, \alpha_{1}\right\}$ such that $A_{i j}=\left\langle\alpha_{i}, \alpha_{j}\right\rangle$ is not positive for $i \neq j$. We define the Dynkin diagram of $A$ to be the graph on 1 vertices with labels $\alpha_{1}, \alpha_{2}, . ., \alpha_{1}$. Two vertices $\alpha_{i}$ and $\alpha_{j}$ are connected by $d_{\alpha_{1} \alpha_{j}} j$ lines, where

$$
\mathrm{d}_{\mathrm{ij}}=\mathrm{A}_{\mathrm{ij}} \mathrm{~A}_{\mathrm{ji}}=\left\langle\alpha_{\mathrm{i}}, \alpha_{\mathrm{j}}\right\rangle\left\langle\alpha_{\mathrm{j}}, \alpha_{\mathrm{i}}\right\rangle \in\{0,1,2,3\}
$$

If $\mathrm{d} \mathrm{ij}>1$, which happens whenever $\alpha_{\mathrm{i}}$ and $\alpha_{\mathrm{j}}$ have different lengths and are not orthogonal we draw an arrow pointing from the longer root to the shorter root.
Dynkin diagram of R is independent of the choice of base.

## Proposition 3.19[4]:

Let $R$ and $R^{\prime}$ be root systems in the real vector spaces $E$ and $E^{\prime}$, respectively. If the Dynkin diagrams of $R$ and $R^{\prime}$ are the same, then the root systems are isomorphic.

## Proposition 3.20:

Let $L$ be a complex semisimple Lie algebra with Cartan subalgebra H and root system $\Phi$. If $\Phi$ is irreducible, then $L$ is simple.

## Examples 3.21

## 1) ( $\mathrm{A}_{1}$ root system):

Consider $\mathrm{R}^{2}$ with the usual inner productgiven by dot product, and standard basis $\mathrm{e}_{1}, \mathrm{e}_{2}$. Let

$$
\Phi=\left\{e_{1}-e_{2}, e_{2}-e_{1}\right\}
$$

We can drow this as below. The dotted lines represent the $e_{1}, e_{2}$ axes.


Let E be of $(1,-1)$.Then $\Phi$ is root system in E .
$\left\langle e_{1}-e_{2}\right\rangle=\frac{2\left(e_{1}-e_{2}, e_{2}-e_{1}\right)}{\left(e_{2}-e_{1}, e_{2}-e_{1}\right)}=\frac{2(-1-1)}{(1+1)}=-2$
This is called the root system of type $\mathrm{A}_{1}$.
2) ( $\mathbf{A}_{2}$ root system). Consider $R^{3}$ with the usual inner product, given by dot product, and standard basis vectors $\mathrm{e}_{1}, \mathrm{e}_{2}, \mathrm{e}_{3}$. Let
to each root. To verify the last condition regarding integrality, we just need to do some case checking. Let's just do one.
$\left\langle e_{1}-e_{2}, e_{2}-e_{3}\right\rangle=\frac{2\left(\mathrm{e}_{1}-\mathrm{e}_{2}, \mathrm{e}_{2}-\mathrm{e}_{3}\right)}{\left(\mathrm{e}_{1}-\mathrm{e}_{2}, \mathrm{e}_{1}-\mathrm{e}_{2}\right)}=-1$
This is called the $A_{2}$ root system. The 2 refers to the dimension of span Of $\Phi$.
3)( $\mathbf{A}_{1} \times \mathbf{A}_{1}$ root system). Consider $R^{2}$ with the usual inner product (dot product), with standard basis $e_{1}, e_{2}$. We have two copies of the $\mathrm{A}_{1}$ root system, one given by
$\left\{e_{1}-e_{2}, e_{2}-e_{1}\right\}$ and the other given by $\left\{e_{1}+e_{2},-e_{1}-e_{2}\right\}$.
Let $\Phi=\left\{e_{1}-e_{2}, e_{2}-e_{1}, e_{1}+e_{1},-e_{1}-e_{1}\right\}$


Furthermore, the two copies of $A_{1}$ here do not interact, in the sense that dot product or ( $($,$\rangle product) is zero between any vectors coming from different$ copies $A_{1}$.

$$
\begin{gathered}
\left\langle\mathrm{e}_{\mathbf{1}}+\boldsymbol{e}_{2},-\boldsymbol{e}_{\mathbf{1}}-\boldsymbol{e}_{\mathbf{2}}\right\rangle=\frac{2\left(e_{1}+e_{2},-e_{1}-e_{2}\right)}{\left(-e_{1}-e_{2},-e_{1}-e_{2}\right)}=\frac{2(-1-1)}{(1+1)}=-2 \\
\left\langle e_{1}+e_{2}, e_{1}-e_{1}\right\rangle=\frac{2\left(e_{1}+e_{2}, e_{1}-e_{2}\right)}{\left(e_{1}-e_{2}, e_{1}-e_{2}\right)}=0
\end{gathered}
$$

4) ( $\mathbf{C}_{2}$ root system): In $R^{2}$ as before, consider the root system

$$
\Phi=\left\{ \pm 2 e_{1}, \pm 2 e_{1}, \pm e_{1} \pm e_{2}\right\}
$$



This is the root system of type $\mathrm{C}_{2}$.
Now we work on the root system of classical simple Lie algebras and for this part we mainly use [4]:

## $\left.\mathrm{A}_{\mathrm{L}}\right) \mathbf{s l}(\mathrm{L}+\mathbf{1}, \mathrm{C})$

(1) $\mathrm{L}=\mathrm{sl}(\mathrm{L}+1, \mathrm{C})$ is the set of matrices of trace zero and size $\mathrm{L}+1$.
$\Phi=\{ \pm(\varepsilon \mathrm{i}-\varepsilon \mathrm{j}): 1 \leq \mathrm{i}<\mathrm{j} \leq 1+1\}$.
(2) the root system $\Phi$ has as a base $\left\{\alpha i: 1 \leq i \leq \_\right\}$, where $\alpha i=\varepsilon_{i}-\varepsilon_{i+1}$.
(3) The Dynkin diagram is


## $\left.\left.B_{L}\right) \operatorname{SO}(2 L+1, C) C\right)$ :

1) Let $\mathrm{L}=\operatorname{gl}_{\mathrm{S}}(2 \mathrm{~L}+1, \mathrm{C})=\left\{X \in g l(2 \ell+1, C): x^{t} S-S_{x}\right\}$ where $\mathrm{S}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & I_{\ell} \\ 0 & I_{\ell} & 0\end{array}\right)$. Then $\mathrm{L}=\left\{\left(\begin{array}{ccc}0 & c^{t} & -b^{t} \\ b & m & p \\ -c & q & -m^{t}\end{array}\right): p=-p^{t}\right.$ and $\left.q=-q^{t}\right\}$.

Let $\varepsilon i \in H^{*}$ be the map sending $h$ to ai,

| Root | $\varepsilon_{i}$ | $-\varepsilon_{i}$ | $\varepsilon_{i}-\varepsilon_{j}$ | $\varepsilon_{i}+\varepsilon_{j}$ | $-\left(\varepsilon_{i}+\varepsilon_{j}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| eigenvector | $b_{i}$ | $c_{i}$ | $m_{i j}(i \neq j)$ | $p_{i j}(i<j)$ | $q_{j i}(i<j)$ |

(2) $\mathrm{B}=\left\{\alpha_{i}: 1 \leq i<\ell\right\} \cup\left\{\beta_{\ell}\right\}$, is a bases where
$\alpha_{i}=\varepsilon_{i}-\varepsilon_{i+1}$ and $\beta_{\ell}=\varepsilon_{\ell}$, when $1 \leq i<\ell$,

$$
\varepsilon_{i}=\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{\ell-1}+\beta_{\ell}
$$

And that when $1 \leq i<j \leq \ell$,

$$
\begin{gathered}
\varepsilon_{i}-\varepsilon_{j}=\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{j-1} \\
\varepsilon_{i}+\varepsilon_{j}=\alpha_{i}+\cdots \alpha_{j-1}+2\left(\alpha_{j}+\alpha_{j+1}+\cdots+\alpha_{\ell-1}+\beta_{\ell}\right)
\end{gathered}
$$

3) The Dynkin diagram of $\Phi$ is


As the Dynkin diagram is connected, $\Phi$ is irreducible and so L is simple.
The root system of so $(2 \mathrm{~L}+1, \mathrm{C})$ is said to have type $\mathrm{B}_{\mathrm{L}}$.

## $\left.C_{L}\right) \operatorname{so}(2 L, C)$

1) Let $\mathrm{L}=\mathrm{g} \mathrm{l}_{\mathrm{s}}(2 \mathrm{~L}, \mathrm{C})$ where $\mathrm{S}=\left(\begin{array}{cc}0 & I_{\ell} \\ I_{\ell} & 0\end{array}\right)$. Then
$\mathrm{L}=\left\{\left(\begin{array}{cc}m & p \\ q & -m^{t}\end{array}\right): p=-p^{t}\right.$ and $\left.q=-q^{t}\right\}$.

| Root | $\varepsilon_{i}-\varepsilon_{j}$ | $\varepsilon_{i}+\varepsilon_{j}$ | $-\left(\varepsilon_{i}+\varepsilon_{j}\right)$ |
| :---: | :---: | :---: | :---: |
| eigenvector | $m_{i j}(i \neq j)$ | $p_{i j}(i<j)$ | $q_{i j}(i<j)$ |

(2) $\mathrm{B}=\left\{\alpha_{I}: 1 \leq i<\ell\right\} \cup\left\{\beta_{\ell}\right\}$, where $\alpha_{i}=\varepsilon_{i}-\varepsilon_{i+1}$
and $\beta_{\ell}=\varepsilon_{\ell-1}+\varepsilon_{\ell}$. when $1 \leq i<j<\ell$,

$$
\begin{gathered}
\varepsilon_{i}-\varepsilon_{j}=\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{j-1} \\
\varepsilon_{i}+\varepsilon_{j}=\left\{\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{\ell-2}\right\}+\left\{\alpha_{j}+\alpha_{j+1}+\cdots+\alpha_{\ell-1}+\beta_{\ell}\right\}
\end{gathered}
$$

(3) The Dynkin diagram of $\Phi$ is


As this diagram is connected, the Lie algebra is simple. When $\mathrm{L}=3$, the

## $\left.\mathrm{D}_{\mathrm{L}}\right) \mathrm{sp}(2 \mathrm{~L}, \mathrm{C}):$

1) Let $\mathrm{L}=\operatorname{gl}_{\mathrm{S}}(2 \mathrm{~L}, \mathbf{C})=\left\{\left(\begin{array}{cc}m & p \\ q & -m^{t}\end{array}\right): p=p^{t}\right.$ and $\left.q=q^{t}\right\}$., where $\mathrm{S}=\left(\begin{array}{cc}0 & I_{\ell} \\ I_{\ell} & 0\end{array}\right)$.

| root | $\varepsilon_{i}-\varepsilon_{j}$ | $\varepsilon_{i}+\varepsilon_{j}$ | $-\left(\varepsilon_{i}+\varepsilon_{j}\right)$ | $2 \varepsilon_{i}$ | $-2 \varepsilon_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| eigenvector | $m_{i j}(i \neq j)$ | $p_{i j}(i<j)$ | $q_{j i}(i<j)$ | $p_{i i}$ | $q_{i i}$ |

(2) Let $\alpha i=\varepsilon i-\varepsilon i+1$ for $1 \leq i \leq L-1$ as before, and let $\beta_{L}=2 \varepsilon_{L}$. We claim that $\left\{\alpha_{1}, \ldots, \alpha_{\mathrm{L}-1, \text {,L }\}}\right.$ is a base for $\Phi$. We have

$$
\begin{gathered}
\varepsilon_{i}-\varepsilon_{j}=\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{j-1} \\
\varepsilon_{i}+\varepsilon_{j}=\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{j-1}+2\left(\alpha_{j}+\cdots+\alpha_{\ell-1}\right)+\beta_{\ell} \\
2 \varepsilon_{i}=2\left(\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{\ell-1}\right)+\beta_{\ell} .
\end{gathered}
$$

(3) The Dynkin diagram of $\Phi$ is


## Theorem 3.25[4]:



Given an irreducible root system R , the diagram associated to R is either a member of one of the four families or one of the following five exceptional diagrams.

$F_{4}: 0-0>0-0$
$G_{2}: \rightleftharpoons$
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پو خته


 سادهكانى لى و سيستامه رِذگكانيان دمخويّنين ، له كوّتايهكهيدا باس له
 لـريّگهى باهكار هيّنانى دايـكگر امى دينكينگى و مانريكسى كارتانى.
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## سيستّهمهكانى رِدگـ و باهكار هيّنـاتهكانى

״ֵرِوّ
 برِو انامهى بـهكالوّريوّس لـه زانستى مـانمانيك
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