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1) First semester
Exercise: Suppose that p is a false statement. What is the truth-value of the compound
statement ~p? What is the truth-value of the compound statement ~(~p)?
Exercise: Suppose that p is a false statement, and q is a true statement. What is the truth-value of
the compound statement (~p)Agq? What is the truth-value of the compound statement pA(~Q)?
What is the truth-value of the compound statement ~(pA(~Q))?
Exercise: Suppose that the compound statement pA(~q) is true. What are the truth-values of the
statements p and g? You are deducing these truth-values.
Exercise: Suppose that p is a false statement, and g is a true statement. What is the truth-value of
the compound statement (~p)—q? What is the truth-value of the compound statement p— (~ q)?
What is the truth-value of the compound statement p—q? What is the truth-value of the compound
statement ~(p— (~Qq))?
Exercise: Suppose that p is a false statement, and q is a statement whose truth-value is presently
unknown. Suppose that the compound statement (~p)—q is true. What is the truth-value of the
statement q? What is the truth-value of the statement q, if you are given that (~p)—q is false?
What is the truth-value of the compound statement ~(q— (~q))?
Exercise: Suppose that the compound statement p— @ is a true statement. In order for p to be
true, what must the truth-value of q be?
Exercise: Suppose that the compound statement p—q is a true statement. Which truth value of p
assures us that g is true?
Exercise: Suppose that the compound statement p—q is false. What are the truth-values of p
and of g?
Exercise: Show, by constructing its truth table, that (~(pvq))« (~p)A(~q) is a tautology.
Exercise: Show by constructing its truth table that (~(pAQ)) < (~p)v(~q) is a tautology.
Exercise: Construct the truth table for the compound statement ((~p)vq) <(p—q). What does
the truth table tell you about the two statements (~p)vq and p—q?
Exercise: Construct the truth table for the compound statement (Q—p) «<(p—q). What does the
truth table tell you about the two statements g—p and p—q?
Exercise: Construct the truth table for the compound statement (~g—~p) <(p—Qq). What does
the truth table tell you about the two statements ~q—~p and p—q?
Exercise: Construct the truth table for the compound statement ((pvq)vr) < (pv(qvr)). What
does the truth table tell you about the two statements (pvq)vr and pv(qvr)?
Exercise: Construct the truth table for the compound statement ((p—q)A(q—r)) — (p—r).
Exercise: Construct the truth table for the compound statement ((p—q)v(q—r)) — (r—p).
Exercise: Construct the truth table for the compound statement ((pAQ)v(pAr)) < (pA(Qvr)).
Remark:

1. If p A q istrue then both p and q are true.
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If p A q is false then p or q is false.

If p v q is true then p or q is false.

If p v q is false then both p and q are false.

If p — q is true then p is false or both p and g are true.

If p — q is false then p is true and q are false.

If p & q is true then both p and g are true or false.

If p & q is false then either p or g is true that is the truth value of p is different from q.
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Exercise: Let p, q and r be three statements then prove the following:

p=>(@->r)=@Ag) T
p=>(@->r)=~pVv(g—-r1)
p->(@->r)=p->(~qVr).
[~(PV@)] < [(~p) A (~q)]is atautology.
5. ~[~(prq) < ((~p) v (~q))] is contradiction.
Theorem: Let p(x) be anopen sentence in x defined on the setA, then

W

1. ~(Vx,p(x) =3x~ px)
2. ~(3xpx) =V~ pk)
3. Vx,p(x) =~ (3 x,~ p(x))
4, Ax,p(x) =~ (Vx,~ p(x))
Exercise: Let p(x) andg(x) be two open sentence in x defined on the set A. Then prove or
disprove the following:
1. Vx, (p(x) A q(x)) = Vx,p(x)AVx q(x). Prove
2. Vx,(p(x)Vq(x)) = Vx,p(x) vV Vx, q(x).disprove

3. Vx,(p(x) » q(x)) = Vx,p(x) - Vx,q(x). HW

4, Vx,(p(x) @ q(x)) = Vx,p(x) © Vx,q(x). HW

5 3x,(p(x)Ag(x)) = Ax,p(x) AIx,q(x). HW

6. 3x,(p(x) Vq(x)) = 3Ax,p(x) V3Ix,q(x). HW

7. 3x, (p(x) - q(x)) = Jx,p(x) - 3Ix,q(x). HW

8. 3x, (p(x) & q(x)) = Ix,p(x) © Ix,q(x). HW
Exercise:

. IfA={12},B=1{23},C={13,4}and U = {0, 1, 2,3, 4, 5} then find the following:

1.AUB 2.ANB 3.A—B 4.8 — A
5.AAB 6.BAA 7. A° 8. P(A)




9.R={(a,b) EAXB;a—b=0} 10.R7? 11. Dom R 12. Ran R
13. Au(BNnC) 14. (AUB) n (AUC)  15. An(BNC) 16. (AnB) Nn(ANC)
17.A—(BNC)  18.(A—B)n (A—C)  19.AA (BNC) 20. (AAB) N (AAC)
21. Au(BUC) 22. (AuB) U (AUC)  23. An(BUuC) 24. (AnB) U(ANC)
25. A—(BUC) 26. (A—B)U (A—C) 27.AA(BUC) 28.(AAB)U (AAC).
ii. IfA={1,23}, B={2345}, C={xeR:1<x<3}=[1,3], D={xeQ: 1<
x < 3},and U = [0, 5] then find the following :

1. AUB 2.CnD 3.A—-D 4. ANB
5. A° 6. P(4) 7.R={(x,y) EAXB:y =x+ 1}
8.5={(X,y) € P(A) X B:y € X} 9. DomR™? 10.Ran S

11. AU(BNC)  12.(AUB)N (AUC)  13.An(BNC)  14.(ANB)N(ANC)
15.A—(BNC)  16.(A—B)N(A—C)  17.AA(BNC)  18.(AAB)n (AAC)
19. AU(BUC)  20. (AUB) U (AUC) 21. AN(BUC)  22.(ANB) U(ANC)
23. A—(BUC) 24.(A—B)U (A—C) 25.AA (BUC) 26. (AAB) U (AAC):;
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i. 1ta={-dB={ 21 c=(@xlx=2" neNu{0}={1;],
{xeQ: 0<x<1},and U = [0, 1] then find the following :

1.AUB 2.CNnD 3.A—-C 4. AAB 5.D¢ 6.P({0}) 7.DomR~!
8.R={(x,y) €AxB:y=x2},9.5={((ab),(c,d) €RxR:ad = bc},10.Ran S.
11. Au(BNnC) 12. (AuB) n (AUC) 13. An(BNC) 14.(AnB) N(ANC)
15.A—(BNC)  16.(A—B)n (A—-C)  17.AA(BNC)  18.(AAB) N (AAC)
19. Au(BuC)  20.(AuB) U (AUC) 21. An(BUC)  22.(AnB) U(ANC)
23. A—(BUC) 24.(A—-B)U (A—C) 25.AA (BUC) 26. (AAB) U (AAC);

R
o~

iv. IfA={-1, 0, 1}, then write the following relations (by listing all its members) on the
set A:
1. R={(a,b) e AX A:a < b}, 2.S={(a,b) e AX A:|a| = |b|}

3.T={(a,b) EAxAia=b+1ora=b} 4RUS 5 RUT 6.SUT
7.RNS 8. RNT 9.Sn"T 10.R-S 11.R-T 12.S-T
13.RAS  14.RAT  15.SAT 16. RU(SNT)  17. (RuS) n (RUT)
18.RN(SNT)  19. (RNS)n(RNT) 20.R—(SNT) 21.(R=S) N (R-=T)
22.RA(SNT)  23.(RAS)N (RAT)  24.RU(SUT) 25.(RUS) U (RUT)
26.RN(SUT)  27. (RNS)URNT) 28.R—(SUT) 29.(R—S)U (R—T)




30.RA (SUT)  31.(RAS) U (RAT)

Exercise: Let A, B and C be three sets. If A=B then A-C=B-C. Is the converse is true?
Proof: Letx € A-Ciff x €A and x ¢C iff x €B and x €C iff x € B-C. The converse is not true
for example, if A={1, 2, 3}, B={1, 2} and C= {2,3} then

A-C=B-C={3} but A#B.

Exercise: Let A, B and C be three sets. Then prove or disprove each of the following:

1. An(BNC)=(AnB) N(ANC)
3.A—(BNC)=(A—B) n (A—C)
5.AU(BUC)=(AUB) U (AUC)
7.A—(BUC)=(A—B) U (A—C)
9. AU(B—C)=(AUB) — (AUC)
11.A—(B—C)=(A—B) — (A—C)
13. AU(BAC)=(AUB) A (AUC)
15. A—(BAC)=(A—B) A (A—C)

2. AU(BNC)=(AuB) n (AUC)
4.AA (BNC)=(AAB) n (AAC)
6.AN(BUC)=(ANB) U(ANC);
8.AA (BUC)=(AAB) U (AAC);
10. An(B—C)=(AnB) —(ANC);
12. AA (B—C)=(AAB) — (AAC);
14.AN(BAC)=(ANB) A(ANC);
16.AA (BAC)=(AAB) A (AAC);

Q) Let A, B and C are sets and U is a universal set. Prove each of the following:

1. Associative Laws : i. (An B) n C=An (Bn C), i. (Au B) U C=AuU (Bu C)
2. Commutative Laws : i. ANB=BNA, ii. AUB=BU A
3. Distributive Laws:i. AN (BU C) =(An B)Uu (An C)

iiLAuU BN C=(AuB)n (AU 0O

4. ldentity Laws LAUDP=A i.L,ANnU=A

5. Complement Laws i. ANA°=0 ii. AU A°=U
6. ldempotent Laws  i. ANA=A I. AUA=A
7. Bound Laws LANG =0 ii. AuU=U
8. Absorption Laws: LAUANB)=A iL,An(AUB)=A
9. Involution Law: (AS)C=A
10. 0/1 laws L.o°=U ii. U°=0
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11. DeMorgan’s Laws i. (An B)°=A%U B¢, ii. (AU B)*=A®n B®

Exercises :Let A and B be two sets and U is a universal set then prove the following:

AN (A°UB) =AnB and simplify An (AU B°)°¢.
Theorem: Let A, B, C and D be three sets then:
1.Ax (BNC) = (AxB)n(AxC),

2. AX (BUC) = (AxB)U(AxC),
3.(AxB) n (Cx D) = (ANC) x (BND)
4.AX(B - C) = (AxB) - (AxC), 5. (AxB) - (CxC)=[(A - C)xB]JU[AX(B - C)]

Exercise: If A={1, 3,5, 7} and B={-2, -9, 6}, c={X, y, z}then find the following :
1.(AuB)xC 2.(AxC)uU (BxC) 3.(AuB)x (BUC)

Q) Let A, B and C be three nonempty sets, then

prove or disprove each the following:

1)  (AXA) - (BXC)=[(A - B)xAJU[AX(A-C)]

2) (AXA) N (BXxC)=(A n B)xX(ANC)]

3) If(AX B)U (B xA) =C xC,then A=B=C.
4) AnB=¢ifandonlyif(AXB)N(BXC)=0

Second semester
Exercise: Let R be a relation on a set A. Then prove the following:

. (R"H7'=R

. Ris reflexive relation if and only if R~1is reflexive relation.

1
2
3. Ris symmetric relation if and only ifR~is symmetric relation.
4. R is transitive relation if and only ifR ~1is transitive relation.

5

. R is equivalent relation if and only ifR ~is equivalent relation.




Theorem: Let R be a relation on A. Then R is symmetric if and only if R = R™1.

Theorem: Let R and S be two relations onset A. Then:

1. RnS)t=R1Tns?t 2 (RuS)t=R1Tus?
Exercise: Let S and T be two reflexive relations on a set A. Are the following relations

reflexive, symmetric or transitive?

1. SNT 2. SUT 3.5-T 4. SAT

Theorem: Let R be a relation from A to B. Then

1) DomR=RanR™!

2) RanR=DomR™!

Definition: Let A be a set. Then the relation 1, on A is called identity relation if V(x,y) €
AXA (x,y) Elythenx = y.

Theorem(equivalence theorem): Let R be an equivalence relation on a set A and let a, b €A.
Then

1) a€lq]

2) iIf be[a] , then [a]=[b]

3) [a]=[b] if and only if (a, b) ER

4)  If [a]n[b]+ @, then [a]=[b]

Exercises: Let Z be the set of integers and Ay=3 Z ={3x: x€ Z}={...,-6,-3,0,3,6,...}, A;=1+3 Z
={3x+1: xe Z}={...,-5,-2,1, 4, 7,..} and A,=2+3 Z ={3x+2: xe Z}={..., -4, -1, 2,5, 8,...}.

1)  Find the following: AgU A; UAz, AoN A1, AoNA;, A1 NA;

2) I Ro={(X, Y)EAX Ao}, Ri={(X, y)EA1X A1} and R={(X, Y)EA,X A,} then show that
Ro, R1 and R; are equivalence relations on the sets Ay, A; and A, respectively.

3)  Show that RyUR; UR; is equivalence relation on Z.

4)  Find [0], [1] and [2].

5)  Show that [1]=[7].




Exercises:

1. Let R be arelation on A and RS 4, then show that R is both symmetric and anti-
symmetric.
2. |Is the following relations are reflexive, symmetric, anti-symmetric, or transitive on the set
A.
a) R={(x,y) eAxAx=y}LIfA=N,Z Q Ror{1,2,3}.
b) R = {(x,y) €EZxZx*=vy?}.1fA=N,Z Q,Ror{1,2,3}.
c) R={(x,y) €EZXxZx <y} IfA=N,Z Q Ror{1,2,3}.
dD)R={(x,y)€EZXZx+y=1LIfA=N,Z Q,Ror{1,2,3}.
e) R={(x,y) EZXZy=x?>+3x+1}.IfA=N, Z,Q,Ror {1, 2,3}.
) R={(x,y) EZXZ0<x<y<3}IfA=N,Z QRor{l,2,3}.
Q) Let R be arelation on a set A. Then R is anti-symmetric if and only if RN R™t € 1,
Q)Let R be a partially ordered relation on A. Then if A has a least element, then it is unique.
Q) Let R be a partially ordered relation on A. Then if A has a greatest element, then it is unique.
Theorem: Let (A, R) is a partial order set. If a€ A is a maximal element of A with respect to R
then a is minimal element of A with respect to Rt .
Exercise: If A ={a,, a,, asz}, B ={a,} and R = {(a,,, a,) € A X A: m < n}then answer the

following:

Show that (4, R) is a partially ordered set.
Find least element (if exist).

Find greatest element (if exist).

Find minimal element(s).

Find maximal element(s).

Find lower bounded set of B in A.

Find upper bounded set of B in A.

L N o a bk~ w0 D -

Find least upper bounded of B in A (if exist).
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9. Find greatest lower bounded of B in A (if exist).

Exercises:- Let (A,R) be a partial order set, and BS A.

1. If B has an infimum in A then it is unique.
2. If B has a supremum in A then it is unique.

Theorem: Let R be a relation on a set A. Then Rol,=I,0R=R
Theorem: Let R, Sand T be relations on a set A. Then

1) (RoS)oT=Ro(SoT)

2) (RUS)oT=(RoT)uU(SoT)

3) (RNS)oT<S(RoT)N(SoT)

4) If RSS, then (i) RoTSSoT  (ii) TORSTo0S

5) (RoS)NT=@ & (ToR"H)NS=¢

6) (SoR) =R 10§71
Theorem: Let R be a relation on a set A. R is a partially ordered relation on A if and only if
RNnR™! =1, and RoR=R.

Exercises: Let S and R be two relations on a set A. Then prove or disprove the following:

1) Sis transitive iff SoScS.

2) If Sis reflexive and transitive relation then SoS=S.
3) SoR=Ro0S

4) Dom(SoR)< dom(R)

5) Ran (SoR) )< Rang (S)

6) If Ran (S)< Dom(R) then (RoS)=Dom S.

Chapter four - Functions:
Theorem: A function f: A-B is invertible if and only if f is bijective function.

Theorem: Let f:A—> B, g: B — Cand gof: A — C, be functions
1. If f:A - Band g: B — C are injective functions, then gof: A — C is injective function.

7




2. If f: A - Band g: B — C are surjective function, then gof: A — C is surjective function.
3. If gof: A = C is injective function, then f: A — B injective functions
4. If gof: A — C is surjective function , then g: B — C is surjective function

EXERSICES:

1. Let g: B— Aand h: B — C be two functions if gof=hof for every function f: A — B, then
prove that g = h.

2. Let f:[1,] — R be a function defined by f(x)=v4x — 1 find range of f.

3. Draw the graph of the following relations and determinate which of them are functions

a) f={(x,y)|2x -4 =y}

b) g ={(x,9(x)) € R X R|g(x) =x?+4};

¢) h={(xy) € R x R|y=|x|}

d /={(xy) € R x R|x=y?+4};

4. Let S and T be two non- empty sets prove that, there is a one to one correspondence betweel
TxS and SxT.

5. Let f: A — B be a bijective function, then prove that f ~1: B — A is a bijective function.

Chapter five - Construction of Numbers
5.1: Cardinality of Sets

Definition: We say that two sets are equivalent (denoted by A ~ B) iff there exists a bijection

f: A — B. Itisnot hard to check that ~ is an equivalence relation on the class of all sets:

(1) A~ Aforall sets A. (Ia: A = Ais a bijection for all sets A)

(2) IfA~B then B~A. (Iff: A —» Bisa bijection, f~1: B - A is also)

3) IfA~BandB~Cthen A~C. (Iff:A — Bisahbijectionand g: B — Cis a bijection,
thengof: A — Cis a bijection).

The equivalence classes under this relation are called cardinalities.

Example 1:




1. IfA={1,2,3,4,5}and B = {4, 8,12,16, 20} then there exists at least a bijective function
f:A - Bwhere f(x) = 4x. Then A ~ B.

2. IfC ={2,3,4,...} since there exists at least a bijective function f: N - C. where f(x) = x-
1. Then N ~ C.

3. 1fD=[0,1]={x eR,0<x<1}andE=[1,3] ={x € R;1 < x < 3} then there
exists at least a bijective function f: D — E where f(x) = 2x + 1. Then D ~ E.

4. R~ (0, o) Since there exists a bijective function f: R — (0, ) where f(x) = 2*.

5. (0,1) ~ (1, o) Since there exists a bijective function f:(0,1) — (1, o) where f(x) =

1

x.

Example 2: Consider three sets A; = {ﬁ ne N}z{%,%

1

, e} By ={;;nEN}=A1U{1}=

1,=,%,..}1,C,=A,u{0}={0,3,2,..}Jand D, = A, U{0,1} = {0,1,2,3, ...
2°3 2°3 2°3
1. N~A; since there exists at least a bijective function f: N = A; where f(n) = ﬁ
2. A,~B; since there exists at least a bijective function f: A; — B; where f(%) = ﬁ

3. A;~C, since there exists a bijective function f: A; — C, where

0 ifx=%

f(x)= :
Lifx=i,n€N
n+1 n+2

4. A{~Dj; since there exists a bijective function f: A; - D, where
0 ifx =~
2
feo={ 1ifx=:
ki ifx = L,n €N
n+1 n+3
5. Slnce N~A1, A1~B1, A1~C1 al’ld A1~D1 then N~A1~B1~C1~D1.
Remark: Let A=A; UA,U..UA, ,AjNAj=0ifi#j and B =B; UB, U ..UB,,

Bi nB; = @.If A;~B;foralli € {1,2,..n}then A~B.
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Example 3:

1. If A=(0,1) then A = A; UA; where A, = {——n e N} and A, = {x € 4;x ¢ A,}.
2. 1B=(0,1] then B = B, U B, where B, = {=;n € N} and B, = {x € B;x & B,}.
3. 1§ C=[0,1) then C = C; U C, where C; = {——;n € N} U {0} and C; = {x € C;x & C,}.

4. 1¥D=[0,1] then D = D, U D, where D; = {~;n € N} U {0} and C; = {x € G;x & C4}.

Since A;~B,;~C;~D; and A,=B, = C, = D, then A~B~C~D. See example 2.
Example 6: Each of the following set is denumerable:

1. A;, B4, C, and D, see example 2.

2. 2N =1{2,4,6,8, ...} since there exists at least a bijective function f: N — 2N where f(x) = 2x.

) _ o ) X ifxis odd
3. Z Since there exists at least a bijective function f: N - Z where f(x) =1 2 :
> if x is even

4. The set Q.

Example 7: Each of the following sets are not denumerable
1.R 2. [a,b]={x € R;a < x < b;a < b} for example, [1,2].
3. (a,b)={x € R;a < x < b} forexample, (0,1). 4.The set of irrational numbers.

Remark:

1. If A is countable and B € A then B is countable.
2. If A and B are two countable sets then AU B,A n B,A — B, and A A B are countable sets.
3. If B is uncountable and B € A then A is uncountable.

Exercises: Show that each of pair of given sets have equal cardinality by describing a bijection
111

from one to the other: ((0,1) and R), ((v2, ) and R), (A={...§ et 1,2,3,4,...}and Z),

"4

and (The set of even integers and the set of odd integers).
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5.2: Construction of Numbers - 1-The Natural Numbers

The Peano Axioms

Thus far we have assumed those properties of the number systems necessary to
provide examples and exercises inthe earlier chapters. In this chapter we propose to develop
the system of numbers assuming only few of its simpler properties. These simple properties
known as the Peano's Axioms (Postulates) after the Italian mathematician who in 1889

inaugurated the program, may state as follows:
Peano's Axioms: N is a set with the following properties.
Axioml:1€ N;

Axiomll : For each n € N there exists a unique element n* € N, called Successor of n in N.
(ne N=n* eN)

Axiomlll :Foreachn € N,n* # 1;
Axiom IV (injective): For every m,n € N, if m* =n*, thenm = n;

Axiom V/(Principle of Induction): If A is a sub set of N, such that 1€A, and if keA implies
k*eA , then A=N.

ADDITION ON N: Addition(+) on Ndefined by

) nt=n+1foreveryn € N
I)  m+n* = (m+n)" whenever n+ m is defined, vm,n € N.
MULTIPLICATION ON N: Multiplication on N is defined by

1) n.1=n for every ne N
I)  m.n* = mn+ m, whenever n.m is defined, vm,n € N,

Lemma: If n € N and n # 1, then there exists m € N such thatn = m*.

Or every natural number different from 1 is a successor that is
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Theorem(Closed):- m+n € N forevery m ,n € N,

Theorem:- For any m,n and p in natural number

1
2-n+1=1+n

(m+n)+p=m+ (n+p) (Associative law)

3- m+n =n+ m (Commutative law)
4- If m+p = n+ pthenm = n. (Cancelation law)
5- mt+n=m+n)*

Theorem(Closed):-m.n € N forevery m,n € N.

Theorem: - Forany m,nand p in N

1) 1.n=n.1

2y mt.n=mn+n

3) m.n = n.m (Commutative law)

4) a- m.(n+p) =mn+mp b-(m+n).p =mp+np
5) (m.n).p = m.(n.p) (Associative law)

Theorem:- For any m € N.

1. If m+n =mthenn=0
2. fmn=0thenm=0Vn=0
3. f n.p=m.p > n=mwherep # 0.

Lemma: Foranyn € N: (1) n'l=n. () 1"=1.
Theorem: Vvn,m&z €N

1)n™*% = n™ n% 2) (n™)% = n™ 3)(n.m)? = n“.m*
Theorem:- Forany m,n,pand q € N

1-Ifm<n A n<pthenm < p (<istransitive relation)
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I-fn<mAm<p -n<p.

2-Ifn<mAm<p ->n<p

-Ifm<nAn<m->m=n.

4-If n<m -»n+p<m+p.

5-fn<m ->n+p<m+np.

6- If n<m A p < qgthenthefollowing: a)n+p<m+q b)n.p<m.gq

7- ~ (3k € Nsuchthat n < k <n?').

8- If m,n € N then only one of the following conditionistruem <n,m=n,m >n

10.n<m ifandonlyif n.p < m.p wherep # 0
Theorem:- Vnm&zE€N,

1) n<mif and only if n* <m?,z # 0.
2) (1<z An<m)if and onlyif z" < z™.
Chapter Six
Construction of Numbers (Part 2)

Definition: Addition and multiplication on Z will be defined respectively by

1) [mn] +[pgl=[m+pn+ql
2) [m,n].[(p,q)] = [mp + nq,mq + np].
The Positive, Negative and Zero Integers

Since for every m,n € N, we have the following casessm =n,n <morm<n

1) If m = nthen [m,n] = [m, m] = [n,n] is called zero integer

2) If m < nthen3u € N such thatm + u = n, [m,n] = [m, m + u] is called negative integer.
ThatisZ™ = {[m,n]: (m,n) € N X N,m < n}.

3) If n <mthen 3w € N such thatn + w = m, [m,n] = [n + w, n] is called positive integer.
Thatis Z* = {[m,n]: (m,n) € N x N,m > n}.

Theorem: Letx,yand z € Z.
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Dx+y=y+x

2) x.y =y.X
 (x+y)+z=x+(y+2).

4) (x.y).z =x.(y.2).

5 x.(y +2) = (x.y) + (x.2).
6)[fx+y=x+2zthen y=z

7) If x#0andif x.y =x.z theny =z.

Theorem:- For every x,y € Z

1) x—x=0

2) -(x—y)=y—x

) x—y=0if and only if x = y.
4) x.y =0thenx =0o0ory =0.

Remark:- V x,y € Z we use

Dx<yiffx<yorx=y

2) x £y iffx <yandx # y.

x>y iffy<x

4) x> yiffy<«x.
Theorem:-Let x,y and w € Z then

1) x « x.

2) If x<yandy <w, thenx <w.
yx<yory<xorx=y.

4) If x<w thenx+y<w+y

5) If x <y NO<w thenx.w <y.w.

Theorem:-For any x,y,w and u € Z.

Dx<y)yAu<w)]=x+u<y+w
2) [k <Y ANusw)]-x+u<y+w
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) [x<yYyAu<w)]-=x+u<y+w

A [x<y)yANAusw)]=>x+u<y+w

5 [0<wAx.w<yw] »x<Yy
Definition:- Let x, y € Z. An integer x is positive if and only if x > 0 and An integer y is
negative if and only if y < 0.

Theorem:- For any x,y,and w € Z

1) x < yifandonlyify — x is positive.

2) y is positive if and only if—y is negative.

3) x<yifandonlyif-y < —x

4) The sum and product of two positive integers are positive.

5) The product of two negative integers is positive.

6) The product of positive and negative integer is negative.

7) Ifx # 0,then x% > 0.
4-The Rational Numbers

The system of integers has an obvious defect in that, given integers, m= 0 and s, the equation
mXx=s may or may not have a solution. For example, 3x=6 has the solution x=2 but 4x=6 has no
solution . This defect is remedied by adjoining to the integers additional numbers to form
system Q of rational numbers.
Definition: Let the binary relation ”=”, read “ Double wave” be defined on all
((m, n), (p, q)) EEZXTZ)X(ZXTZ)by (mn) = (p,q) ifandonly if m.q = p.n. Where
Z* =17 —{0}.
Example:-((2,—3), (—2,3)) €~ since 2.3=-2.-3 and ((4,7), (4,7)) €=since 4.7=4.7
Theorem:- The relation = is an equivalence relation onZ x Z*
Definition:- The set of all equivalence classes with respected to the relation = on Z x Z*called
the set of all rational number and denoted by Q

Theorem: Letx,y,we Q
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Dx+@+w)=x+y)+w

2) x+ty=y+x

) x.(y +w) =x.y +x.y

4) x.(y.w) = (x.y).w

5) Foreachx e Q3 —x e Qsuchthat x+ (—x)=(—x)+x=0

6) x.1=1x=x

7) Foreachx € Qx !t € Qsuchthat x.(x 1) =(x"1.x = 1.

The order relation on rational number

Definition:-Let [(m, n)], [(p,q)] € Q then [(m,n)] < [(p,q)] Iff mq.nq < np.nq.
Example: [(5,-3)]<[(0,6)] Since (5).(6).(-3).(6)<(-3).(0).(-3).(6) then
(-30).(18)<0. Therefore, [(5,—3)] < [(0,6)].

Theorem: For every x,y,w € Q

1) x<«x
2) Ifx<yAy<wthenx <w.
3)  For every rational numbers x and y exactly one of the following holds
x<y,x=y, y<x.
4) Ifx<ythenlfx+w<y+w
5 Ifx<yandw>O0thenx.w <y.w.
5-Real Numbers, Rational Numbers and Complex numbers
Definition: A rational sequence {a,} called convergent sequence , if Ja, such that Ve >
0,3k € Nsuch that |a,, — ay| < €,V¥n > k. In this case we say that {a,, } convergent to a, and

we write lim a,, = a, or a, — a,, and a, called the limit point of the sequence {a,}.

n—oo

Example 1) Consider the sequence {4}=4, 4, 4, ... is converge to 4 since Ve > 0 take k=1
then |4-4|< evn > 1;

2) Consider the sequence {%} = 1%§ ... IS convergent to 0 since Ve > 0, 3k € N such that

|%— Ol<e, Vn > k;
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|%|< g, Vn > k then % < &, VYn>kthenn > i vn >k, take k =[E]] + 1 therefor |%— O|<e,
vn > [[ﬂ] + 1.

Remark: If a sequence {a, }is not convergent then it is called divergent sequence. For example
{5n} is a divergent sequence.

Definition:- A sequence {a,,} called Cauchy sequence if Ve > 0,3k € N such that

la, —a,| <& Vm,n > k.

Definition: Let the binary relation =~ be defined on A={{x,,}; rational Cauchy sequence}

as follows: ({x,}, {x,,}) €= iff 1111330 Xy = T{i_)noloyn. That is the relation = € (4 X A).

Theorem:- The relation = is an equivalence relation on A x A.

Example:- {i} ~ {3%} , since lim zin = lim = = 0.

2n n—-oo n—oo 3"

Remark: [{(x,}] = {{yn}; {xn} = n}} = {iyn}; limx, = lim y,}.

n—oo

Definition: - Let B be the set of all equivalence classes [{x,,}] with respect to the equivalence

relation =, then the set of real numbers R = {a = lim x,,; [{x,}] €B}.
n—>0o

The real numbers (axioms)

1) Foranya,b€eR,a+b€ER.
2) Foranyab,ceR,(a+b)+c=a+ (b+0).
3) Foranya,beR,a+b=>b+a.
4)  There exists a unique real number (0) suchthata + 0 = 0 + a = a, for any a€ R.
5) Forevery a € R, there exists a unique (—a) € R. such that
a+(—a)=(—a)+a=0
6) Foranya,beR,a.b€eR
7) Foranya,b€R,a.b=b.a.
8)  There exists a unique real number (1) suchthata.1 = 1.a = a, forany a € R.
9) Forevery a € R— {0}, there exists a unique (1/a) € R. such that
a.(1/a) =(1/a).a = 1.
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10) Foranya,b,c € R, (a.b).c = a.(b.c).
11) Foranya,b,ceR,a.(b+c)=a.b+a.c.

Theorem: Foranya € R, a.0 =0

ad+cb
bd

Exercise: Forany a,b,c,d € Rand. b,d # 0 then % +§ =

Irrational Numbers: A real number is irrational if it is not rational for example v/5,

N7, ...e% m, ..are irrational number.

Complex Number: The system of complex number is the number of ordinary algebra . It is the
smallest set in which for example, the equation x?=a can be solved when a is any element of R.
In our development of the set complex number, we begin with the product set R x R . The
binary relation “=" requires (a,b) = (¢,d) ifand only ifa = cand b = d.

Now each of the resulting equivalence classes contains but a single element. Hence, we denote
a class as (a, b) and so, hereafter, denote R x Rby C. ThatisC =R X R = {(x,y)| x,y € R }.
Remark:- (1) If (x,y) € Cthenx 4+ iy where x,y € Randi=+v—=1  (2) i=(0,1).

The Complex numbers (axioms)

. Foranya,b e C,a+ b € C.
. Foranya,b,ceC,(a+b)+c=a+ (b+0).
. Foranya,be C,a+b=>b+a.

. There exists a unique real number (0) suchthata+ 0 =0+ a = a, forany a € C.

1

2

3

4

5. Forevery a € C, there exists a unique (—a) € C.suchthata + (—a) = (—a) +a =0

6. Foranya,b € C,a.b € C.

7. Foranya,b € C,a.b = b.a.

8. There exists a unique real number (1) suchthata.1 = 1.a = a, forany a € C.

9. Forevery a € C— {0}, there exists a unique (1/a) € C.such that a.(1/a) =
(1/a).a = 1.

10.Forany a,b,c € C, (a.b).c = a.(b.c).

11. Foranya,b,c€e C,a.(b+c)=a.b+a.c.
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