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Abstract

This research examines heuristic approaches to finding the best method for
solving equations in one variable, specifically comparing the bisection, secant,
false, and newton methods. By applying these methods to a variety of equations
and evaluating their performance in terms of accuracy and efficiency, we found
that the newton method was the most effective overall. The newton method
consistently achieved the highest accuracy in finding the root of the equation,
while also requiring fewer iterations than the other methods and minimum time
required. However, we also found that the choice of method depended on the
nature of the equation being solved, with certain methods being more effective
for specific types of equations. Overall, this research contributes to our
understanding of how heuristic approaches can be used to efficiently and
effectively solve equations in one variable, and highlights the importance of

choosing the appropriate method for the specific equation being solved.
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CHAPTER ONE
INTRODUCTION

1.1 Introduction
A verity types of equation appeared in a space of mathematics, physics,
chemistry and engineering is dedicated to their study. Some of these equations

are simple and more of scientists and researchers have seen the linear equation
. . -b
ax + b = 0 whose solutionisx = x = — where a and b are real numbers and

a # 0. Indeed, it’s more unlike to see the form of non-linear equation in the case
of cubic and quadratic polynomial situations because if the value of n > 5 then
finding the solution to these polynomial formulae is radicals (Suli & Mayers,
2003).This paper dedicated to finding the root of the nonlinear equation by using
some numerical methods. In our considered problem equation contained each of
the exponential and trigonometric function together within the devoted equation.
Assume that the given function is continuous and bounded within the closed
interval [a, b] in the set real numbers f: R — R. Since we have taken throughout
the paper a < b then it is implying that the desired closed interval is not empty.
Now we want to find the real number € € [a, b] provided that f(£) = 0.
Consequently, if the value of £ is exists between the interval, then it is an
approximate solution to the considered equation f(x) = 0. In order to
implement the procedure of iterations techniques we introduce each of the
Bisection, Newton, False and Secant methods to determine an approximate
solution and implanting its algorithms by using MATLAB program (Kkarris,
2007; Stoer & Bulirsch, 2013). The calculation of convergence is very important
and absolute of error should be computed in order to guessing the speed of each
method as much as presented iteration closes to its limit, more ever calculated

by number of evaluations taken in achieving an offered accuracy. The amount of



convergence is calculated where the relative error decreases among sequential

approximation solution. (F.Epperson, 2013) (Ali, et al., 2021)

1.2 History of Numerical

Numerical algorithms are almost as old as human civilization. The Rhind Papyrus
(1650 BC) of ancient Egypt describes a root finding method for solving a simple
equation Archimedes of Syracuse (287-212 BC) created much new mathematics,
including the “method of exhaustion” for calculating lengths, areas, and volumes
of geometric figures. when used as a method to find approximations, it is in much
the spirit of modern numerical integration; and it was important precursor to the
development of the calculus by Isaac Newton and Gottfried Leibnitz. A major
impetus to developing numerical procedures was the invention of the calculus by
Newton and Leibnitz, as this led to accurate mathematical models for physical
reality, first in the physical sciences and eventually in the other sciences,
engineering, medicine, and business. These mathematical models cannot usually
be solved explicitly, and numerical method to obtain approximate solutions are
needed. Another important aspect of the development of numerical method was
the creation pf logarithms by Napier (1614) and others, giving a much simpler
manner of carrying out the arithmetic operations of multiplication, division, and

exponentiation. (Francis, 1956)



CHAPTER TWO
BACKGROUND

Definition (Bisection method)2.1: (Richard & J.Douglas, 2011)

The Bisection method is used to find the roots of a polynomial equation. It
separates the interval and subdivides the interval in which the root of the equation
lies. The principle be hiding this method is the intermediate theorem for
continuous functions. It works by narrowing the gap between the positive and
negative intervals until it closes in on the correct answer. This method narrows
the gap by taking the average of the positive and negative intervals. It is a simple
method and it is relatively slow. The Bisection method is also known as interval

halving method, root finding method, binary search method or dichotomy method.
Definition of Newton Raphson method 2.2: (Richard & J.Douglas, 2011)

The most basic version starts with a single-variable function f defined for a real
variable x, the function’s derivative f ', and an interval guess x° for a root of f. If

the function satisfies sufficient assumptions and the initial guess is close, then

f(x°)
f(x)

(x1,0) is the intersection of f at (xe, f(x°)): that is, the improved guess is the

X] = X° — IS a better approximation of the root than x°, Geometrically,

aunique root of the linear approximation at the initial point. The process is

repeated as

_ f(Xx)
Xn+1 = Xn — f’(Xn)

until a sufficiently precise value is reached. This algorithm is first in the class of

Householder’s method.



Definition of False position method 2.3: (Richard & J.Douglas, 2011)

The poor convergence of the bisection method as well as its poor adaptability to
higher dimensions (i.e. systems of two or more non-linear equation) motivate the
use of better techniques one such method is the method of false position. Here,
we start with an initial interval [x4, x,], and we assume that the function changes
sign only once in this interval. Now we find an x;in this interval, which is given
by the intersection of the x axis and the straight line passing through (x4, f (x1))

and (x5, f (x2)). It is easy to verify that x5 is given by

(X2 —x1) * f(x1)
f(x2) — f(xpy

X3 = X1 —

Now, we choose the new interval from the two choices [xq,x3] or [x3,xq]

depending on in which interval the function changes sign.

Definition of Secant method 2.4: (Richard & J.Douglas, 2011)

A potential problem in implementing the Newton-Raphson method is the
evaluation of the derivative. Although this is not inconvenient for polynomials
and many other functions, there are certain function whose derivative may be
extremely difficult or inconvenient to evaluate. For these cases, the derivative can

be approximated by a backward finite divided difference,

' flxi—1)—f(x)
f ey = )

Xi-1— X4

This approximation can be substituted into Eq. to yield the following iterative

equation:

_ f(x) (-1~ X1)

Yier TN T T T



CHAPTER THREE

ADVANTAGES AND DISADVANTAGES OF
NUMERICAL METHOD TO SOLUTION OF
EQUATION IN ONE VARIABLE

3.1 Advantages of Numerical Method to solution of equation in

one variable

Bisection Method 3.1.1: (Richard & J.Douglas, 2011) (Reza, et al., 2021)

V.
VI.

Convergence is guaranteed Bisection method is bracketing method and it
is always convergent.

Error can be controlled: In Bisection method, increasing number of
iterations always yields more accurate root.

Does not involve complex calculations: Bisection method does not require
any complex calculations. To perform Bisection method, all we need is to
calculate average of two numbers.

Guaranteed error bound: in this method, there is a guaranteed error bound,
and it decreases with each successive iteration the error bound deceases by
%5 with iteration,

Bisection method is very simple and easy to program in computer.

Bisection method is fast in case of multiple roots.

Secant Method 3.1.2: (Reza, et al., 2021) (Richard & J.Douglas, 2011)

It converges at faster than a linear rate, so that it is more rapidly convergent
than the bisection method.

It does not require use of the derivative of the function, something that is a
variable in a number of applications

It requires only one function evaluation per iteration, as compared with
Newton’s method which requires two.

5



Newton Raphson Method 3.1.3: (Reza, et al., 2021) (Richard & J.Douglas,
2011)

I.  One of the fastest methods which converges to root quickly.
II.  Converges on the root quadratically.
I11.  As we go near to root, number of significate digits approximately doubles
with each step.
IV. It makes this method useful to get precise results for a root which was
previously obtained from some other convergence method.

V. Easy to convert to multiple dimension.

False Position Method 3.1.4: (Kinnari & Janki, 2020) (Reza, et al., 2021)
(Richard & J.Douglas, 2011)

I. It does not require the derivative calculation.

I1.  This method has first order rate of convergence.

3.2 Disadvantages of Numerical Method to solution of equation in

one variable

Disadvantages Bisection Method3.2.1: (Reza, et al., 2021) (Richard &
J.Douglas, 2011)

I.  Slow rate of convergence: All through convergence of Bisection method is
guaranteed, it is generally slow.
II. Choosing one guess dose to root has no advantage: choosing one guess
close to the root may result in requiring many iterations to converge.
I1l.  Cannot find root of some equations. For example, f(x) = x?2as there are
no bracketing values.
IV. It has linear rate of convergence.
V. It falls to determine complex roots.

VI. It cannot be applied if there are discontinuities in the guess interval.



VII. It cannot be applied over an interval where their function takes values of

the same sign.

Disadvantages Secant Method 3.2.2: (Richard & J.Douglas, 2011) (Reza, et
al., 2021)

I. It may not converge.
II.  There is no guaranteed error bound for the computed iterates.
1. Itis likely to have difficulty if fo(a) = 0 this means the x-axis is tangent
tothegraphofY = f(x)atx = a.
IV. Newton’s method generalizes more easily to new methods for solving

simultaneous systems of non-linear equations.

Disadvantages Newton Raphson Method 3.2.3: (Kinnari & Janki, 2020)
(Reza, et al., 2021) (Richard & J.Douglas, 2011)

I.  Its convergence is not guaranteed, so some times for given equation and
for given guess we may not get solution.
II.  Division by zero problem can occur.
[11.  Root jumping might take place there by not getting intended solution.
IV. Inflection point issue might occur.
V. Symbolic derivative is required.
VI.  In case of multiple roots. This method converges slowly.
VIIl. Near local maxima and local minima due to oscillation, its convergence is

slow.



Disadvantages False Position Method 3.2.4: (Reza, et al., 2021) (Kinnari &
Janki, 2020) (Richard & J.Douglas, 2011)

I. Asitistrial and error method in some case it may take large time span to
calculate the correct root and there by slowing down the process.

I1. Itis used to calculate only a single unknow in the equation.

3.3 Algorithm of the numerical method in one variable
Bisection Method Algorithm:

Step 1: Read x4, x,, e
*Here x;and x,initial guesses e is the absolute error.
Step 2: Compute: f; = f(xy) and £, = f(x;)

Step 3: If (f1 * f5) > 0, then display initial guesses are wrong and go to step (9),

otherwise, continue

Step 5: If ([(x; — x2)/x] < e), then display initial guesses are wrong and go to

step (9). * Here [] refers to the modulus sign.

Step 6: Else, f = f (x)

Step 7: If ((f *f1) >0),thenx; = xand f; = f

Step 8: Else, x, =xand f, = f

Step 9: Go to step (4). *Now the loop continues with new values and stop.
MATLAB: (George & John, 2019)

a = input (‘"Enter function with right hand side zero: ‘);

f = inline(a);

x1 = input (‘Enter the first value of guess interval:’);
8



xu = input (‘Enter the end value of guess interval:’);

tol = input (‘Enter the allowed error:’);

if few)* f(x1) <0

else
f print f (‘The guess is incorrect! Enter new guesses \n °);
x1 = input (‘Enter the first value of guess interval: \n');
xu = input (‘Enter the end value of guess interval:\n’);

end

for i=2:1000

xr = (xu +x1)/2;

if faw) = f(xr) <0

Xu = Xxr;
else

x1 = xr;
end
xnew (1) = 0;

xnew (i) = xr;

if abs((x new (i) - x new(i — 1))/x new(i)) < tol,
break

end

end

str = [‘Therequiredrootoftheequationis:‘,num2str(xr), ]



Secant Method Algorithm:

Step 1: Define function as f(x)

Step 2: Input initial guesses (x° and x,), tolerable error (e) and maximum iteration

(V)

Step 3: Initialize iteration counter i = 1

Step 4: If f(x°) = f(x1) then print “Mathematical Error “and go to step (9)

otherwise go to step (5)

Step 5: Calculate x, = x1- (x1 —x°) * f (x1) / f(x1) — f(x°)

Step 6: Increment iteration counter i = i+ 1

Step 7: If i >= N then print “Not convergent “and go to step (9) otherwise go to

step (8)

Step 8: If | f(x,)| > e then set xo = x;,x; = x,and go to step (4) otherwise

go to step (9)

Step 9: Print root as x, and stop

MATLAB: (George & John, 2019)

a = input (‘Enter function:',’s’);

f = inline(a)

x1 = input (‘Enter first point of guess interval:’);
x2 = input (Enter second point of guess interval:’);
n = input (‘Enter allowed Error in calculation:”’);
iteration = 0;

fori=3:1000

10



x() =x({(—1)- Fx@—1))) *x( = 2)/(fF(x( = 1)) — f(x(@—2)));
iteration = iteration + 1;
if abs((x(i)) — x(i — 1))/x(i) * 100 < n
root = x(i)
iteration = iteration
break
end

end

Newton Raphson Method Algorithm:

step 1: Define function as f(x)

Step 2: Define first derivative of f(x) as g(x)

Step 3: Input initial guess (x°), tolerable error (e) and maximum iteration (N)
Step 4: Initialize iteration counter i = 1

Step 5: If g(x°) = 0 then print “Mathematical Error “and go to step (10)

otherwise go to step (7)
Step 6: Calculate x; = x° — f(x°)/ g(x°)
Step 7: Increment iteration counteri = i + 1

Step 8: If i >= N then print “Not convergent” and go to step (10) otherwise go to
step (9)

Step 9: If f(x;) then set xe = x;and go to step (5) otherwise go to step (10)

Step 10: Print root as x; and stop

11



MATLAB: (George & John, 2019)

a = input (‘Enter the function in the form of variable x:’,’s’);
x(1) = input (‘Enter initial guess:’);
error = input (‘Enter allowed error:’);
f = inline(a)

dif = diff(sym(a));

d = inline(dif);

fori=1:100

x(+1) =x@) - ((Fx(@)/dx(D));
err(i) = abs((x(i +1) — x(i))/x(1));

if err(i) < error

break

end

end

root = x(i)

False Position Method:

Step 1: Read values of xe, x;and e.*Here x° and x; are the two initial guesses e is

the degree of accuracy or the absolute error
Step 2: Computer function values f(x°) and f(x;)

Step 3: Check whether the product of f(x°) and f(x;) is negative or not, if it is

positive take another initial guess, if it is negative then go to step (4)
12



Step 4: Determine: x = [x° * f(x1) - x1 * f(x1)]/(f (x1) = f(x°)

Step 5: Check whether the product of f(x;) and f(x) is negative or not if it is

negative, assign x; = x;

Step 6: Check whether the value of f(x) is greater than 0.00001 or not. If yes, go
to step (4). If no, go to step (7). *Here the value 0.00001 is the desired degree of

accuracy, and hence the stepping criteria. *

Step 7: Display the root as x and stop

MATLAB: (George & John, 2019)

a = input (‘Enter function:’,’s’);

x0 = input (‘Enter the value of x0:’);
x1 = input (‘Enter the value of x1:");
e = input (‘Enter the tolerable:’);

fa = eval (subs (y,x,a));

fb = eval (subs (y,x,b));

if faxfb>o

disp(‘given initial values do not bracket the root.");
else

c=a—(a—b) xfa/(fa— fb);

fc = eval (subs (y,x,c));

print(fc);

while abs (fc) > e

print (a,b,c, fc);

13



if faxfc<O

b =c;

fb = eval (subs (y,x,b));
else

a=gc,

fa = eval (subs (y, x, a));
end

c=a-(a—b) *fa/(fa— fb);
fc = eval (subs (y,x,¢));
end

print (root is c);

end

14



CHAPTER FOUR
NUMERICAL OF ANALYSIS

Example 4.1: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = x3 +

4x? — 10 .Take the initial approximations as a, = 1, b; = 2.

Example 4.2: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

cos(x) — xe* .Take the initial approximations as x, = 0, x; = 1.

Example 4.3. Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) = 2x +

3x — 5 .Take the initial approximations as x, = —1, x; = 2

Example 4.4: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) = x3 —

x — 1 .Take the initial approximations as x, = 1, x; = 3.

Example 4.5: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = e* +

x .Take the initial approximations as x, = —1, x; = 0.

Example 4.6: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

cos(x) + 2 sin(x) + x? .Take the initial approximations as x, = —0.9, x; = 2.
15



Example 4.7: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

cos(x) — x .Take the initial approximations as x, = 0, x; = 2.

Example 4.8: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

2e*”" tan(xm) — 3 .Take the initial approximations as x, = 1, x; = 2.5

Example 4.9: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =
e ¥ (3.2sin(x) — 0.5 cos(x)) .Take the initial approximations as x, = 0, x; =
2.

Example 4.10: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

(x — 4)?(1 — 5x) .Take the initial approximations as x, = 0, x; = 1.

Example 4.11: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) =

-2

—(xmn(gnx)).Take the initial approximations as x, = 0.75, x; = 2.34

Example 4.12: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = x2 —

4x + 4 — Inx .Take the initial approximations as x, = 0.99, x; = 3

16



Example 4.13: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = 3xe*

.Take the initial approximations as x, = 0, x; = 2.

Example 4.14: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = 2x +

3cos(x) — e ™ .Take the initial approximations as x, = —2, x; = 1.

Example 4.15: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

(x — 2)? — Inx .Take the initial approximations as x, = 0, x; = 1.5

Example 4.16: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

2x cos(2mx) — (x — 4)~2% .Take the initial approximations as x, = —1, x; = 1.

Example 4.17: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =

In(x — 1) + cos(x) .Take the initial approximations as x, = 3, x; = 4.

Example 4.18: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = x —

0.8 — 0.2sinx .Take the initial approximations as x, = —0.66, x; = 1.

17



Example 4.19: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = —x3 +

cos(x) .Take the initial approximations as x, = 0, x; = 3.

Example 4.20: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) = x—il —

% .Take the initial approximations as x, = 0, x; = 2.

Example 4.21: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = x +§

-3sin(x) Take the initial approximations as x, = —1, x; = 2.

Example 4.22: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = vx — 1

.Take the initial approximations as x, = —1, x; = 0.

Example 4.23: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) = 0.5x —

i .Take the initial approximations as x, = —1, x; = 1.

Example 4.24: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = 3xe*

.Take the initial approximations as x, = —1, x; = 0.5.

18



Example 4.25: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) = é

.Take the initial approximations as x, = 0, x; = 2.

Example 4.26: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) =1 —

2xel™* Take the initial approximations as x, = 1, x; = 2.7.

Example 4.27: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) =

Vx + 1-6x2Take the initial approximations as x, = —0.8, x; = 0.

Example 4.28: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = —xe”*

.Take the initial approximations as x, = —2, x; = 1.

Example 4.29: Use the bisection method, secant method, false position method
and newton Raphson method to determine the root of the equation f(x) = x3 +

2x2 — x + 1 .Take the initial approximations as x, = 0, x; = 1.

Example 4.30: Use the bisection method, secant method, false position method

and newton Raphson method to determine the root of the equation f(x) =

Vx — 4x — e® Take the initial approximations as x, = —0.8, x; = 1.

19



(Table 4.1) Solution and time of the four methods by using Matlab.

f(X) Xo X1 S]_ T1 Sz T2 S3 T3 S4_ T4_
9.494
x3 + 4x? 9.9814 5.8471 @ 1.365 1.556 = 0.20445
1 | 2 | 1.3652 1.647 748
- 10 91 sec 29 sec 2 8 2 sec
sec
7.624
cos(x) 5.8290 | 0.517 0.517 | 0.00586
1 |0.5178  8.4471 | 0.593 136
— xe* 59 sec 8 9 1 sec
21 sec sec
cis
2x + 3x 14.611 _ 0.00442
- 2 | 1.0000 1.250 exact 1.000
-5 5.9137 352 sec 8 sec
41 sec root
3.667 -
4.4683 3.9149 | 1.324 0.00459
x3—x—1 |1 3 |1.3247 2.021 681 0.567
15 sec 22 sec 7 7 sec
sec 1
- 5.522
- 8.3168 - 5.2233 1.325 | 0.00448
e*+x 110 0.567 496
0.5671 | 07sec | 0.380 | 44 sec 2 0 sec
1 sec
cos(x) - 0.56 - 7.010 -
. 12.565 0.00266
+2sin(x) 0. 2 - 7.5245 8 0.659 | 1799 | 0.653
224 sec 0 sec
+ x? 9 0.6593 | 85 sec 3 sec 0
4112
0.7391 | 3.6108 5.2601 | 0.739 0.739 | 0.00280
cos(x)—x | 0 2 1.171 576
45 sec 47 sec 1 1 9 sec
sec
2e %’ 6.398
2. 18.536 14.551 | 1.570 1.205 | 0.00787
tan(xm) 1 2.2838 2.024 835
5 834 sec 809 sec 8 6 5 sec
-3 sec
e—X
4117
(3.2 sin(x) 3.2528 5.3697 0.155 | 0.00551
0 | 2 | 0.1550 1.372 1.550 060
— 39 sec 99 sec 0 9 sec
sec
0.5 cos(x))
3.508
x— 4)2(1 5.3916 | 0.200 0.25236
1 | 0.2000 | 4.8875 | 0.591 162 2.000
— 5%) 72 sec 0 5 sec
00 sec sec
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-2
(xtan(9mx)

x2 — 4x

+ 4 —Inx

3xe*

2x
+ 3cos(x)

— e_x

(x —2)?

— Inx

2x cos(2xm

0

66

1.8889

1.4124

2.3842
e_007

1.2397

1.4124

0.7600

3.5265

0.9693

0.8655

0.3333

2.3842
e 007

14.572
227 sec

12.116

748 sec

5.7510
83 sec

11.955
341 sec

41105
79 sec

9.5400
87 sec

7.2469

17 sec

16.916
829 sec

7.6118
32 sec

12.124
310 sec

6.1552
29 sec

1.727

2.839

0.429

NaN

0.351

3.625

0.962

1.526

1.231

0.929
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10.523
627 sec

10.630
322 sec

10.693
879 sec

7.5581
56 sec

4.8546
09 sec

41761
87 sec

6.3062

51 sec

7.3230
86 sec

3.5897
46 sec

4.6967
70 sec

7.9977
75 sec

1.222

1.414
2_007

1.738
1e_00

1.239

NaN

0.745

3.526

0.964

0.865

0.333

9.968
8e

8.885
395
sec
12.63
6021
sec
4.899
973
sec
7.467
100
sec
3.571
974
sec
3.781
864
sec
9.458
928

secC

7.824
625

secC

4.392
338
sec

3.805
115
sec

4.662
585

sec

0.722

1.414

6.564

0.000

NaN

0.032

3.527

0.964

0.865

0.333

NaN

0.01022

1 sec

0.00182

2 sec

0.00172

9 sec

0.00179

0 sec

0.00150

Osec

0.06735

9 sec

0.01061

sec

0.00158

8 sec

0.00153

6 sec

0.00182

5 sec

0.00488

6 sec



6.482

7.3436 5.6588 - 0.00588
x—1 -1/ 0 | -1.000 inf Inf 939
16 sec 785 sec 7.000 5 sec
sec
9.536 | 5.946 -
1 - 5.7325 4.3888 0.00434
0.5 —— -1 1 0.333 7e 00 039 1.414
X 9.5367 | 17 sec 61 sec 6 sec
7 sec 2
- 3.017 | 6.667 | 5.537
4cos(x) 0. 6.3527 - 8.3136 0.00370
-1 2.3842 5e 00 721 1le 0
— 2% 5 93sec | 0.113 | 64 sec 1 sec
e 007 7 sec 04
4.077 -
i 9.9192 4.5470 0.00307
0 | 2| 2.000 NAN NaN 080 14.00
X—2 60 sec 14 sec 5 sec
sec 0
6.205
1 2. 22476 7.0230 | 2.678 2.678 | 0.00270
1 2.6783 2.678 261
— 2xel™x 7 104 sec 69 sec 3 3 1 sec
sec
- - 6.593 -
vVx+1 - 32.139 - 9.7789 0.00272
0. O 0.364 837 0.364
— 6x2 3.3645 | 657 sec | 0.148 | 77 sec 2 sec
8 5 sec 3
1.738 | 6.425 -
2.3842 | 6.3508 - 5.1346 0.00116
—xeX 201 le- 653 6.564
e 007 | 94sec | 0.429 | 35sec 0 sec
007 sec 1
3.654 -
x3 + 2x? 42403 3.9162 @ 0.555 0.00911
0 | 1 | 0.5550 0.667 052 0.142
-x+1 31 sec 49 sec 0 4 sec
sec 9
- - 32.44
X —4x 6.4043 ' 1000 5.6603 1.394 | 0.00830
0. 1| -0.852 ' 0.085 | 96601
— 8 04 sec 64 sec 9 sec
8 2 sec
YT3=| ) 54
»Ss1 YT1=2 YT2= | ). 83=
General TOTAL of 30 ) §2= 199.5 =- | Y T4=0.6
=11.2 | 58.4785 28.68 216.06 | 23.71
function ) 61221 | 10.64 37318

469 | 439 sec 6 3914 277

Eventually we found that the newton method was the most effective for
finding solution and minimum time required.
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Note:

S1: solution of the bisection method by using Matlab.

T1: time of the solution in bisection method.

S2: solution of the secant method by using Matlab.

T2: time of the solution in secant method.

S3: solution of the false position method by using Matlab.
T3: time of the solution in false position method.

S4: solution of the newton Raphson method by using matlab.
T4: time of the solution in newton Raphson method.

With the error e = 10 — 6 and n=3

(Table 4.2) compart between the four methods efficient for Time cost

Methods Time Cost 100%
Compart between bisection and secant 16.4%
method
Compart betvv_efan bisection and false 99 8%
position method
Compart between bisection and 99.8%
newton Raphson method
Compart bet\_/v_een secant and false 7 6%
position method
Compart between secant and newton 99.7%
Raphson method
Compart between false position and 99.7%
newton Raphson method
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Wyl o Ly ¢ Aabaall 3 alag) (848 el ) paialy (500 48y pla s ale (S50 4llad
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