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Abstract
The Laplace transform is a powerful tool formulated to solve a wide variety of
boundary value problems. The strategy is to transform the difficult differential
equations into simple problems in the Laplace domain, where solutions can be
easily obtained. One then applies the inverse Laplace transform to retrieve the
solution of the original problems.

This project consists of three parts; the first part defines Laplace transform and the
inverse Laplace transform of some elementary functions. The second part is
concerned with the complex inversion formula and explains the modification of

Bromwich contour in case of branch point. In the third part some applications are
solved.
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Introduction

The Laplace transform is a transformation-it changes a function into another
function. This transformation is an integral transformation-the original function is
multiplied by an exponential and integrated on an appropriate region. Such an
integral transformation is the answer to very interesting questions: Is it possible to
transform a differential equation into an algebraic equation? Is it possible to
transform a derivative of a function into a multiplication? The answer to both
questions is yes, for example with a Laplace transform.

This is how it works. You start with a derivative of a function, y’(t), then you
multiply it by any function, we choose an exponential e ~St, and then you integrate
on t, so we get

y'(t) - f e Sty (t)dt,

which is a transformation, an integral transformation. And now, because we have
an integration above, we can integrate by parts-this is the big idea,

y'(t) - j e Sty'(t)dt = e Sty(t) + s] e Sty (t)dt.

So we have transformed the derivative we started with into a multiplication by this
constant s from the exponential. The idea in this calculation actually works to
solve differential equations and motivates us to define the integral transformation
y(t) - Y(s) as follows,

y(©) > 7(s) = f ¢Sty (D).

The Laplace transform is a transformation similar to the one above, where we
choose some appropriate integration limits-which are very convenient to solve
initial value problems.

We dedicate this section to introduce the precise definition of the Laplace
transform and how is used to solve differential equations. In the following sections
we will see that this method can be used to solve linear constant coefficients
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differential equation with very general sources, including Dirac's delta generalized
functions.

CHAPTER ONE

1.1. Background
Definition 1.1: Equation (M, 2006)

An equation is a mathematical statement containing an equals sign. Numbers may
be represented by unknown variables. To solve an equation, the value of these
variables must be found

Definition 1.2: Differential Equation (Kishan, 2006)

A differential equation (DE) is an equation in solving a function and its
derivatives.

Example 1.1: A few differential equation

d .
1: 2 =sinx
dx

Lody _ x+1
dx y-2

Definition 1.3: Partial Differential equation:

A partial differential equation (or briefly a PDE) is a mathematical equation that
involves two or more independent variables, an unknown function (dependent on
those variables), and partial derivatives of the unknown function with respect to the
indepen variables.



Definition 1.4: Ordinary Differential equation

In mathematics, an ordinary differential equation (ODE) is a differential equation
containing one or more functions of one independent variable and its derivatives.
He term ordinary is used in contrast with the term partial differentia equation
which may be with respect to more then one independent variable.

Definition1.5: Order of a differential equation

The order of a differential equation is the highest order of the derivatives of the
unknown function appearing in the equation in the simplest cases, equations may
be solved by direct integration.

Example 1.2:

d .
1: =px first order
dx

0, &Y +y=0 fourth order

Definition 1.6 : Degree

Is the highest power of the highest derivative in which occurs in the D.E
Definition 1.7: Linear O.D.E

A differential equation in any order is said to be linear if satisfies

1 The dep.v is exist and of the first degree.
2 The derivatives y' y" y"" exist and each of them of the first degree.
3 The dep.v and the derivatives not multiply each other.

Definition 1.8: Non-Linear Differential Equation

When an equation is not linear in unknown function and its derivatives, then it is
said to be a nonlinear differential equation. It gives diverse solutions which can be
seen for chaos.



CHAPTER TWO
2.1. Definition and Theorem

Definition 2.1: The Laplace transform of a function f defined on Dy = (0, ©) is

F(s) = f ) e StF(t)dt,
0

defined for  all seDpcR where the integral converges.
In these note we use an alternative notation for the Laplace transform that
emphasizes that the Laplace transform is a transformation: L[f] = F, that is

L[] = LOO e St()dt

So, the Laplace transform will be denoted as either L[f] or F, depending whether
we want to emphasize the transformation itself or the result of the transformation.
We will also use the notation L[f(t)], or L[f](s), or L[f(t)](s), whenever the
independent variables t and s are relevant in any particular context.

The Laplace transform is an improper integral-an integral on an unbounded
domain. Improper integrals are defined as a limit of definite integrals,

00 N
j g(t)dt = lim g(t)dt.
¢ N—->oo

0 to

An improper integral converges iff the limit exists, otherwise the integral diverges.
Now we are ready to compute our first Laplace transform.



Example 2.1. Compute the Laplace transform of the function f(t) = 1, that is,
L[1].
Solution: Following the definition,

oo N
L[1] =f e Stdt = lim e Stdt
0

N—->o 0

The definite integral above is simple to compute, but it depends on the values of s.
For s = 0 we get

N

lim dt = lim N = oo,

N—->oo 0 n—oo

So, the improper integral diverges for s = 0. For s # 0 we get

N 1 N 1
lim e Stdt = lim ——e™ 5| = lim ——(e™SN - 1)
N—oo 0 N—>oo S 0 N—->o S
For s < 0 we have s = —|s|, hence

1 1
: __ _(,—SN _ — T _ = [sIN _ — _
gim, — 5@ =D = fim - S (P 1) = e

So, the improper integral diverges for s < 0. In the case that s > 0 we get

1 1
lim ——(e™VN —-1) =—.
Nooo S s

If we put all these result together we get

Example 2.2. Compute L[e%t], where a € R.
Solution: We start with the definition of the Laplace transform,

(00]

L[e%] :f e St(e)dt :f e~ (s—Otqy,
0 0
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In the case s = a we get

e}

L[e%] =j 1dt = oo,
0

so the improper integral diverges. In the case s # a we get

N
L[e*] = lim e~ (~Dtgt s # q,
N—->oo 0
) N
= lim [ e~ (s—at
N-ow | (s —a) 0

— lim [ (=1 (e~ — 1)]

Now we have to remaining cases. The first case is:

s—a<0=>—(s—a)=|s—a|>0> lime "N = o,

N—oo
so the integral diverges for s < a. The other case is:
s—a>0=>—(s—a)=—|s—a| <0 = Allime_(s‘a)"’:o,

so the integral converges only for s > a and the Laplace transform is given by

1

L[e®] = G-

S > a.



F(e) F(s) = C[F(t)] I} e
Fle)y =1 Fs) = = s >0

!
fl:i}l=tn F{£}=g{ﬂ—+1}l = = 0
F(£) = sin(at) F(s) = -;Ei—uﬂ s >0
F(E) = cos{at) F(s) = M;ﬂﬂ s > 0
F(f) = sinh(at) Fis) = ——— s = |a
F(£) = cosh(at) F(s) = — = — s > |a
FiE) = Fra ot Fi=s) = == ,:t::{:nﬂ—lj = T o
F(£) = et sin(bt) F(s) = o ﬂ'; —= s>a
F(E) = e cos(bt) Fi=) = 2 fgﬂ;ﬂi = s>a
F(£) = = sinh(bt) F(s) = = HE}'E — s —a = |b]
F(£) = =t cosh(bt) F(s) = —t& —2) s —a > |5

(s —a)® — b7




Definition 2.2: A function f defined on [0, o) is of exponential order s,, where s,
Is any real number, iff there exist positive constants k, T such that

If (®)| < ket forallt > T.

Theorem (Convergence of LT) 2.1: If a function f defined on [0,00 ) is
piecewise continuous and of exponential order s,, then the L[f] exists for all s >
So and there exists a positive constant k such that

IL[f]] <

, S > Sp.
S_SO

Proof of Theorem : From the definition of the Laplace transform we know that

N
L[f] = lim e Stf(t)dt
N=e Jg
The definite integral on the interval [0, N] exists for every N > 0 since f is
piecewise continuous on that interval, no matter how large N is. We only need to
check whether the integral converges as N — oo. This is the case for functions of
exponential order, because

N

N N
< J e St F(D)|dt < ] e StkeSoldt = k f e~(s—so)t gt
0 0 0

N
j e Stf(t)dt
0

Therefore, for s > s, we can take the limitas N — oo,

Sot k
SkLe™ =55~
0

Therefore, the comparison test for improper integrals implies that the Laplace
transform L[f] exists at least for s > s, and it also holds that

ILIf]] < lim

N—o0

N
J e Stf(t)dt
0

IL[f]] <

, § > Sp.
S_So

Theorem (Linearity) 2.2: If L[f] and L[g] exist, then for all a, b € R holds
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Llaf + bg] = aL[f] + bL[g].

Proof of Theorem: Since integration is a linear operation, so is the Laplace
transform, as this calculation shows,

Claf +bg] = fo " et laf(6) + bg(O]de

— ” —st d b ” —st d
ajo e f(t)dt + -[o e tg(t)dt
= al[f]+ bL[g].

Example 2.3. Compute L[3t? + 5cos(4t)].
Solution: From the Theorem above and the Laplace

L[3t% + 5cos(4t)] L[t?] + 5L[cos(4t)]

3
2 S
3(5)+5 () >0
6+ 5s

s3  s2442°

Therefore,

5s% 4+ 652 4+ 96
s3(s2 +16)

L[3t? + 5cos(4t)] = , s> 0.

The Laplace transform can be used to solve differential equations. The Laplace
transform converts a differential equation into an algebraic equation. This is so
because the Laplace transform converts derivatives into multiplications. Here is the
precise result.



Theorem (Derivative into Multiplication) 2.3: If a function f is continuously
differentiable on [0, ) and of exponential order s,, then L[f'] exists for s > s,
and

LIf'] = sLIf] — f(0), s > s,.
Proof of Theorem: The main calculation in this proof is to compute

N
L[f'] = lim e Stf'(t)dt.
0

We start computing the definite integral above. Since f' is continuous on [0, =),
that definite integral exists for all positive N, and we can integrate by parts,

N N
J e f'(dt = [(e‘“f ®)Io - j (—s)e ' f (t)dt]
0 0
N

=e SNF(N) — £(0) + Sjo e Stf(t)dt

We now compute the limit of this expression above as N — o. Since f is
continuous on [0, o) of exponential order s,, we know that

N
lim e Stf(t)dt = L[f], s > sq.

N—->oo 0

Let us use one more time that f is of exponential order s,. This means that there
exist positive constants k and T such that |f(t)| < keS°t, for t > T. Therefore,

Allim e SNF(N) < Allim ke SNeSoN = lim ke~ 6~5N = 0, s > s,,.

N—->oo

These two results together imply that £[f'] exists and holds

LIf'] = sLIf] = f(0), s > so.

Example 2.4. Verify the result in Theorem 4.1.5 for the function f(t) = cos(bt).
Solution: We need to compute the left hand side and the right hand side and
verify that we get the same result. We start with the left hand side,

10



bZ

LIf'] = L[-bsin(bt)] = —bL[sin(bt)] = —b -

sz - U=

We now compute the right hand side,

S s?2 —s%2 — p?
sLIf] — f(0) = sL[cos(bt)] — 1 = SZ 1 pz 1= 21 b2
so we get
bZ

SLIf1=F0) = 37

We conclude that L[f'] = sL[f] — f(0).

Theorem (Higher Derivatives into Multiplication) 2.4. If a function f is n-times
continuously differentiable on [0,00) and of exponential order s, then
LIf"], -+, L[f™] exist for s > s and

LIf") = SLIf] - 5f(0) - £'(0)
L[f®] = s"Lf] - sODF©) — e~ FOD(0)

Proof of Theorem: We need to use Eq. (4.1.4) n times. We start with the Laplace
transform of a second derivative,

LIFT = LI
= sLIf'T - f'(0)
= s(sL[f]~ £(0)) — f'(0)
= s2L[f] - s£(0) — f(0).

The formula for the Laplace transform of an nth derivative is computed by
induction on n. We assume that the formula is true for n — 1,

L[f(n—l)] = s VL] = s F(0) — --- — F2)(0).
Since L[f™] = £[(f)™= V], the formula above on £’ gives

11



L[(fl)(n—l)] — S(n—l)L[f’] _ s(”—z)f’(O) ———.— (f')(n—Z)(())
= sMD(SLf] = £(0)) = sTHf1(0) — - — F*7D(0)
= s(")L[f] — s("'l)f(O) — s(”'z)f’(O) _——— f(n—l)(o)_

Example 2.5. Verify Theorem for f', where f(t) = cos(bt).

Solution: We need to compute the left hand side and the right hand side in the first
equation in Theorem and verify that we get the same result. We start with the left
hand side,

L[f"] = L[-b?*cos(bt)] = —b%L[cos(bt)] = —b? i O LIf"]
B b?s
TS24 b?
We now compute the right hand side,
S
s2L[f] = sf(0) — f'(0) = s*L[cos(bt)] — s — 0 = s? 5 S

s3 —s3 — b?s

s2+ bz "’

so we get

2

S2L[f] = sf(0) = f'(0) = =

12



Theorem (Multiplication into Derivative) 2.5. If a function f is of exponential
order s, with a Laplace transform F(s) = L[f(t)], then L[tf (t)] exists for s > s
and

LItf ()] = —F'(s), s > s,.

Proof of Theorem: From the definition of the Laplace Transform we see that

L[tf ()] =JOOO e Sttf(t)dt

- JO w%(—e‘“)f(t)dt
— d ” —st d
=), e

=7 [f (©)]
=—F'(s)

Theorem (Higher Powers into Derivative) 2.6: If a function f is of exponential
order s, with a Laplace transform F(s) = L[f(t)], then L[t"f(t)] exists for s >
So and

LI f (] = (-1)FM(s), s > s0,

where we denoted F® = 2= F

dsm '

Proof of Theorem: We use induction one more time. The case n = 1 is done iIn
Theorem 4.1.7. We now assume that

n

LI O] = (D" - LIF O],

and we try to show that a similar formula holds for n + 1. But this is the case,
since

13



L[t f@)] = Ll (ef ()]
dn
= (- LItf(O)

Definition 2.4. The inverse Laplace transform, denoted £~1, of a function F is

LTF($)] = f(&) © F(s) = LIf (D]

CHAPTER THREE

3.1. Solving Differential Equations: The Laplace transform can be used to
solve differential equations. We Laplace transform the whole equation, which
converts the differential equation for y into an algebraic equation for L[y]. We
solve the Algebraic equation and we transform back.

[differential @ Algebraic @ iflzsrif ® Tri‘gfgg?nba‘:k
eq. for y. eq. for L[y]. 8 Y-

eq. for L[y]. (Use the table.)
Example 3.1. Use the Laplace transform to find y solution of

y" +9y =0, y(0) = yo, y'(0) = y:.
p(r)=7124+9 = ry. =13,
and then we get the general solution
y(t) = c,cos(3t) + c_sin(3t).

Then the initial condition will say that

14



Y(t) = yocos(3t) + %sin(Bt).

We now solve this problem wusing the Laplace transform method.
Solution: We now use the Laplace transform method:

L[y" +9y] = L[0] = 0.
The Laplace transform is a linear transformation,

LIy"1+9L[y] = L[0] = 0.

But the Laplace transform converts derivatives into multiplications,

s?Ly] — sy(0) —y'(0) + 9L[y] = 0.

This is an algebraic equation for L[y]. It can be solved by rearranging terms and
using the initial condition,

S 1
24+ 9)L[y] = > Lyl =Yorgroy T Y17z oy
(s*+9)L[y] = syo + 1 D=y rot nGrrg

But from the Laplace transform table we see that

L[cos(3t)] = L[sin(3t)] =

s2 432’ s2 432

therefore,

1
Ly] = yoLleos(30)] + y1 3 L[sin(30)].
Once again, the Laplace transform is a linear transformation,
Y1 .
Lly]=L [y(,cos(3t) + ?sm(Bt)]

We obtain that

15



Y(t) = yocos(3t) + %sin(Bt).

Definition 3.1. The step function at t = 0 is denoted by u and given by

0 t<0,
u(t)_{l t>0.

Example 3.2. Graph the step u, u.(t) = u(t — ¢), and u_.(t) = u(t + c), for c >
0.

Solution: The step function u and its right and left translations1.

i(t) uft — ) w(t + )

c 0 1

Recall that given a function with values f(t) and a positive constant c, then f(t —
c) and f(t + c) are the function values of the right translation and the left
translation, respectively, of the original function f. In Fig. 2 we plot the graph of
functions f(t) = e, g(t) = u(t)e® and their respective right translations by ¢ >

0.

16



fa flt)=uit)e fa flt)=ult—g)et=e

1 1y __
i
» 4 »
i al i al e i

Example 3.3. Graph the bump function b(t) = u(t — a) — u(t — b), where a <
b.

Solution: The bump function we need to graph is

0 t<a,
b(t) =u(t—a)—u(t—b)bb(t) =31 a<t<b
0 t>b.

The graph of a bump function is given in Fig. 3, constructed from two step
functions. Step and bump functions are useful to construct more general piecewise
continuous functions.

i (] L

ulf = a) ulf = &) bit)
1 |
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