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Cohen's Kappa Test

Abstract:
A common descriptive quantitative statistic to describe the cross-classification of two nominal

varialﬁ with the same categories is the kappa coefficient. When two raters are assessing the same
item, Cohen's kappa is used as a measure for the reliability that the raters would agree on the basis
of chance. Rater reliability is significant because it indicates how closely the study's data reflects
the real chaacteristics of the variables under investigation. Although there are many ways of
evaluating reliability, historically it was expressed as percent agreement, which was determined

by dividing the total number of points by the number of agreement points.

Jacob Cohen questioned the use of percent agreement in 1960 because it did not take chance
agreement into consideration. To be attentive of the likelihood that raters may genuinely make
educated guesses on at least some factors owing to uncertainty, he established the Cohen's kappa.
The variable to be assessed by the two rates in the Cohen's Kappa instance is a nominal variable.
The kappa has a range of -1 to +1, much like most of correlation statistics. Although one of the
aost used statistical methods to assess dependability is the kappa, it is not without limitations.
There are disagreements over acceptable kappa levels for health studies. Cohen's interpretation
means that a scorealess than 0.41 would be acceptable, which is inappropriate for studies
concerning health. Levels for both kappa and percent agreement that need to be required in

healthcare research are proposed after comparing kappa and percent agreement.
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1. Introduction

In numerous instances, collecting research data in the medical field requires a team effort. The
subject of agreement or consistency among the persons gathering data emerges right away since
human observers differ from one another. Thus, procedures to evaluate agreement between
different data collectors should be integrated into carefully well-designed projects for research.
In most study designs, the data collectors are trained, a&l the degree to which they record
identical ratings for identical phenomena is measured. Perfect agreement is rare, and the degree
of disagreement or inaccuracy brought into a research due to inconsistent data collection
practices among the participants influences the degree of trust that may be placed in the study's
findings. "Reliability" refers to how closely data collectors agree with one another (Hsu, and

Field, R., 2003).

For a few decades currently, the medical, biological, and social sciences have been the primary
fields in which the Kappa statistic has been applied. However, Cohen's Kappa has not drawn
much attention as an accuracy statistic in the expert systems, machine learning, and data mining
sectors (Knop. and Borkowski, 2011).

In 1960, Jacob Cohen developed Cohen's kappa, a statistical measure designed to present a precise

measure of the reliability among two raters in determining the appropriate classification for a given
unit of study. In addition to calculating the percentage of agreement between two raters, kappa

also determines the extent to which agreement is the result of chance (Knop. and Borkowski, 2011).

1.1.Definition gf Cohen’s Kappa Statistic:

The degree of agreement between categorical variables X and Y is measured by Cohen's kappa.
Kappa can be used, for instance, to examine how well various raters are able to arrange subjects

into various categories (Wieckowsk et al., 2022),

Only in the following situations may this statistic be computed:

« Two raters rate one trial on each sample, or.

* Two trials are rated by one rater for every sample.
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1.2.Uses of Cohen’s kappa

After accounting for random a%ements between the categories, the Kappa statistic can be
applied to assess the degrﬁof agreement between two sets of categorizations of a dataset. This
statistic, which measures the agreement between the prediction model and a set of field-surveyed
sample points, can be particularly beneficial for determining the accuracy of predictive models in

ms of landscape ecology and animal habitat analysis. To account for random agreement within
categories, the Kappa statistic uses the model's overall accuracy as well as the accuracy within
each category, as measured by the field-surveyed sample points and the predictive model

(Delgado &Tibau 2019).

1.3. Importance of measurement Cohen's Kappa reliability & validity

Cohen's Kappa coefficient can only tell you how reliably both raters are measuring the same
thing. It does not tell you whether what the two raters are measuring is the right thing (Sun,

2011).

Processes that measure agreement amongst several Collectors of data are essential components of
well-designed research projects. In most study designs, the Collectors of data are trained, and the
degree they record identical ratings for identical phenomena is measured. Efficient agreement is
rare, and degree of disagreement or inaccuracy is needed to the study because of inconsistent
collection practices among the participants influences the degree of trust which may be placed in
the study's findings. "Reliability" refers to how closely data collectors agree with one another

(Delgado &Tibau 2019).

In most large studies, interrater reliability is a concern to some extent because the phenomena of
interest may be experienced and interpreted differently by different collectors of data. Variables
prone to interrater errors can be found readily in literature of clinical research and diagnosis, for
example, while data collectors can use measurement equipment for color, size, and swelling,
these variables such as the degree of redness, edema, and erosion in the afflicted area—are very
subjective when applied to pressure ulcer research. Researchers studying head trauma measure

the size of the patient's pupils and the extent to which they constrict in the presence of light. It




has been discovered that there are differences in how laboratory readers of Papanicolaou (Pap)

smears for cancer of the cervical cavity interpret the cells on the slides (Sun, 2011).

Researchers should instruct data collectors to minimize variability in data interpretation and
viewing, as well as data recording on data collecting tools, as this might be a source of inaccuracy.
Lastly, it is required of researchers to assess the success of the training as well provide information

on the level of agreement (interrater reliability) amongst their data collectors (Chicco et al., 2021).

It measures the degree of agreement among raters on the relative ratings assigned to subjects and

functions to indicate the accuracy as well as precision of rating procedure (Chicco et al., 2021).

1.4.Calculation of Cohen’s kappa

The following equation is used for calculating Cohen's kappa:

k= (po—pe) / (1 - pe)
as:
« Po: The raters' relative reported agreement
* Pe: Assumed probability of a chance agreement
It aims to take into consideration the potential that the raters may agree on some items by chance

in steed of merely measuring the proportion of items that the raters agree on ((Chicco et al., 2021).

1.5.Interpretation of Cohen’s Kappa:

Cohen's Kappa consistentlyéllls between O and 1, where | denotes complete agreement and 0

denotes no agreement at all between the two raters.

The following table summarizes how to interpret different values for Cohen’s Kappa (8):

Cohen's Kappa Interpretation
0 No agreement
0.10-0.20 Slight agreement
021-040 Fair agreement
041 -0.60 Moderator agreement
0.61 -0.80 Substantial agreement
0.81-0.99 Near perfect agreement
1 perfect agreement




Calculation Example:

Majority of statistical tools can do k calculations. With basic data sets (two raters and two objects),
figuring out k by hand is not too difficult. You should definitely utilize software like SPSS for

greater data sets (8).

For two raters to agree, apply the following formula. A formula variation must be used if there are

more than two raters (8).

For two raters, the formula to determine Cohen's kappa is:
— 1—
k= Po ~Pe _ 1— Po
1-p, 1-po

as:
Po is the raters' relative observable agreement.

Pe is hypothetical chance agreement probability.
Example:

The data is derived from a medica&xamination in which 2 radiologists scored fifty photographs
as requiring more research. Either Yes (for more study) or No (no additional study needed) was

the response from the researchers (A and B).

e Both gave 20 photographs a yes rating.

e Both gave 15 photos a "No" rating.

e Rater A rated 25 photos as yes and 25 as no overall.

e Rater B rated thirty photographs as yes overall and twenty as no.

Compute Cohen's kappa for this data.
First, calculate the po, or the observed proportionate agreement.

e Both gave 20 photographs a yes rating.
. aoth gave 15 photos a "No" rating.
Po = number in agreement / total = (20 + 15) / 50 =0.70.




Second stage: Calculate the probability that the two raters will respond "yes" at random.

e Rater A gave yes for 25 out of 50 photos, or 50%(0.5).
e Rater B gave 30 out of 50 photos yes, or 60% (0.6),

*» There is a 0.5x 0.6 = 0.30 probability that the raters are both going to randomly answer "yes."

Third stage: Determine the probability that the raters are both going to answer "no" at

random.

* Rater A replied no for 25 out of 50 photos or 50%(0.5).
« Rater B replied no for 20 out of 50 photos, or 40% (0.6).
* The probability that the raters will both randomly respond "no" is 0.5 x 0.4 = 0.20.

The fourth step: Calculate the Pe. You may calculate the total the probability that the

raters would agree at random by adding your responses from the second and third steps.

Pe =0.30 + 0.20 = 0.50.
e fifth step is to Solve the following equation by entering your calculations:
k=Po—-pe)/ (1 —pe=(0.70-0.50) /(1 -0.50)=0.40.

Fair agreement can be determined by k = 0.40.

1.6 Limitation of Cohen’s Kappa

However, under unknown conditions, minimal sums might or might not predict the degree of
chance rater agreement. Therefore, it is debatable if the kappa statistic's drop in the estimate of

agreement really reflects the degree of chance rater agreement (Vanbelle., 2016).

The primary drawback is that it fails to include the likelihood that raters made educated guesses
about scores. Hence, it can exaggerate the actual degree of agreement among raters. Although
the kappa was created to account for the potential of guessing, it may overly decrease the
estimate of agreement due to its poorly supported assumptions about rater independence and
other issues. Moreover, because it is not interpretable directly, low kappa values are frequently

accepted by researchers in their interrater reliability investigations (Cicchetti, et al., 2017).




The sensitivity of Cohen's Kappa to the degree of agreement in the data is one of its drawbacks.
Cohen's Kappa has bias and may not fairly represent the actual agreement amongst raters when
there is an imbalance in the categories being assessed or when one category is highly prevalent.
Another drawback of Cohen's Kappa is its presumption of rater independence, or the absence of
peer influence on rates. In certain instances, raters could be swayed by one another's evaluations,
which could result in exaggerated estimations of agreement ((Cicchetti, et al., 2017 &Wang &
Xia, 2019).

2. Review of literatures

Steinijans, et al., 1997 reported in their article about Interobserver agreement: Cohen's
kappa coefficient does not necessarily reflect the percentage of patients with congruent
classiﬁcaﬁorghat One can obtain somewhat different values depending on whether the %
agreement is calculated using Coﬁn’s kappa coefficient, which corrects for chance, or not. This
brief co mmunicat'ﬂl shows that the percentage of patients with congruent classifications does
not correlate with Cohen's kappa coefficient of agreement between two raters or two diagnostic
procedures based on binary (yes/no) replies. As such, its usefulness in evaluating advances in
interrater reliability as a result of better diagnostic techniques may be restricted. Although it is
simpler to understand clinically, the proportion of patients with congruent classifications does
not take into consideration the pﬁentage of agreement that would be predicted by chance.
Therefore, we advise presenting Cohen's kappa coefficient with 95% confidence limits in
%dition to the percentage of patients with congruent classifications (Steinijans, et al., 1997).
Hsu, L.M. and Field, R., 2003 published article about Interrater agreement measures and
they showed that Kappa has a few disadvantages. It can be large when raters who arbitrarily
classify things (such as patients) to categories (diagnoses) have sharply divergent opinions on
base rateat can also be significantly more significant when raters have siﬁificantly varied
opinions about base rates than when they concur completely. We contend that Cohen's kappa,
which is devoid of these significant drawbacks, is typically superior to kappa, in contrast to the
opinions expressed by some of the more recent opponents of the method. Additionally, two other
kappa-typeﬁltistics (Aickin's, 1990, aﬁcott's, 1955, IT) are contrasted with Cohen's kappa. In

contrast to Scott's [1, Cohen's kappa is more conservative than Aickin's aff and is simpler to




compute. It can provide valuable insights into interrater agreement when marginal heterogeneity

is present (Hsu and Field 2003).

Nixon et al., 2005 conducfed a study about the inter-rater reliability of the pressure Trial
pressure ulcer diagnosis. Qualified ward-based nurses and expert CRNs documented outcome
skin examinations twice a week and daily, respectively. Seven different body sites had their skin
evaluated in pairs of evaluations. The study established the percentage of agreement among nurses
in diagnosing pressure ulcers, as well as the calculation of the Kappa statistic and confidence
intervals. It was also discovered what percentage of nurses agreed when it came to categorizing
skin for all grades. There were 378 pairs of people who completed assessments: 16 pairs of people
who assessed patients’ together (107 site comparisons) and 362 pairs of people who assessed
patients together between CRN's and ward-based nurses. Diagnosis for a pressure ulcer was agreed
upon by CRN team leader & CRNs 100% of the time, with 'very excellent' agreement shown by
the Kappa statistics. Out of all the grades, there were just two (1.9%) differences in how these
nurses classified the skin. The degree of agreement between CRNs and ward-based nurses on the
diagnosis of pressure ulcers ranged from 93.6% to 100% depending on the skin site, with 'excellent’

and'very good' agreement being indicated by the Kappa statistics (Nixon et al ., 2005).

Simon, P., 2006. Published article titled that cluding omission mistakes in the calculation

Cohen's Kappa and an analysis of the coefficient's paradox features. They showed that
Cohen's Kappa has a wider variety of applications for sequential observation data field, as observer
ission errors can often occur. It is demonstrated how the omission errors may bemclucled in
the Kappa coefficient computation without affecting the underlying statistic. The Kappa
Coefficient with Omission Calculation (Kwoc) is the narmgiven to the improved coefficient.
Furthermore, the observer bias, the base-rate problem, and the so-called paradox properties of the
Kappa coefficient are explored. It is demonstrated that these characteristics are desirable Kappa
coefficient qualities in the case of observation data (Simon, 2006).

A systematic review of inter-rater reliabwty for PU classification systems by Kottner et al.
(2009). Cohen's kappa was reported as the inter-rater reliability measur<=nor enough information
was provided to calculate Cohen's k; Cohen's k estimates' standard errors were reported, ﬁ' enough
information to estimate the standard errors was measured; Cohen's k is a suitable inter-rater
reliability meaﬂre for the rating process. Authors, research sites, year of being published ,
categorization system, number of categories, rating technique, rater characteristics, number of

raters, The overall number of skin sites, features of skin sites, and percentage of overall agreement
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(p 0), and Cohen's k estimate are the variables that were taken out of the six studies(Kottner et

al., 2009).

Vieira et al., (2010) published article about Cohen's kappa coefficient as a performance

measure for feature selection. They said that it is not a simple or easy process to measure a given
classifier's performance. Depending on the application, if one or more of the classes perform
poorly in the forecast, the overall classification rate might not be adequate. The feature selection
procedureéso has this issue, particularly when a wrapper technique is applied. A statistical
indicator of inter-rater agreement for qualitative items is Cohen's kappa coefficient. Since it
considers the possibility that the agreement may occur by coincidence, it is often seen as a more
reliable metric than a simple % agreement estimate. Since kappa is a more restrictive measurement,
using it for selecting wrapper features is appropriate when assessing the models' performance. In
this research, a feature selection wrapper strategy utilizing the kappa measure as an evaluation
metric is proposed. The suggested method uses fuzzy criteria to construct the feature selection
issue and fuzzy models to test the feature subsets. The findings indicate that the kappa measure
produces classifiers that are more accurate, which in turn produces feature subset solutions with

more pertinent features (Vieira et al., 2010).

Kvalseth, 2015. Published the importance of Measurement of interobserver disagreement:

Correction of Cohen’s kappa for negative values. According to their research, Cohen's kappa
coefficients are commonly utilized and have clear and significant implications. However, there are
no set lower boundaries for the kappa coefficients for negative coefficient values, indicating that
their interpretations are meaningless and may even be completely deceptive when disagreement is
seen with a greater probability than it would be by chance. It is possible to get the fixed lower
bound of —1 for the new coefficients regardless of the marginal distributions. For nominal
classification categories, a coefficient édeveloped, and for ordinal categories, a weighted
coefficient is suggested. In addition to the overall disagreement coefficients across categories,
disagreement coefficients for specific categories are shown. Numerical examples and

methodologies for statistical inference are developed (Kvalseth, 2015.).

Wang and Xia (2019) Published an article about Relationships of Cohen's Kappa,

Sensitivity, and Specificity for Unbiased Annotations. They reported that contrary to its

intended purpose of evaluating inter-annotator consistency, it is typically used for a quality
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ﬁtric for data annotation. Nevertheless, it is not possible to use the developed connection
functions of Cohen's kappa, sensitivity, and specificity in the literature to deduce classification
performance from kappa values due to their complexity. lﬁhis work, we establish basic
correlations between kappa, sensitivity, and specificity in the absence of bias in the almtations,
using an annotation generation model as our foundation. Further, a link is disc%ered between
kappa and Youden's J statistic, a binary classification performance parameter. Linear regression
analysis is used to evaluate the obtained associations on a synthetic dataset (Wang and Xia

2019).

Recently, Pérez et al., (2020) performed Systematic reviews in software engineering—
enha&ement of the study selection process using Cohen’s Kappa statistic to reduce the bias
and time spent in the study selection ﬁoc, according to the use of this method, they
established an iterative procedure whereby the criteria are improved until almost perfect agreement
(k>0.8) is achieved. By now, there is less prejudice because both researchers are using the same
interpretation of the selection critera. Dual review can be dropped beginning with this agreement,
significantly cutting down on time. A tertiary research in software engineering on works published
between 2005 and 2018 demonstrates the viability of this iE’ative procedure for study selection.
According to their analysis, 28% Etime was saved during the study selection process (involving
152 studies). It was shown that if the number of studies is high enough, the time saved will

eventually approach 50% (Pérez et al., 2020).

Rau, and Shih, (2021) Conducted a research on Evaluation of Cohen's kappa and other

measures of inter-rater agreement for genre analysis and other nominal data. In category
evaluation, they inquire as to what term is acceptable, what statistical techniques are reliable for
measuring it, and how much the choice of units influences the results. They discovered that while
dependability and agreement could both be inaortant, only agreement could be quantified using
nominal data. Fuﬁhermore, because k requires the units to be preset, fixed, and independent, kappa
is problematic for move or component analysis, even though it may be appropriate for
macrostructure or corpus analysis. Furthermore, k¥ makes the potentially incorrect assumption that
every dispute in category assignment has the same probability. They also discussed various
metrics, such as percent agreement, chi square, and correlation, and they showed that, in many

cases, percent agreement is the sole useful metric despite its drawbacks. Lastly, they gave an
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example of how the value calculated is greatly impacted by the unit selection. These results also
hold for other applied linguistics research that makes use of nominal data. They came to the
conclusion that, similar to any other statistical testing; the technique must be made transparent in
order to verity that the standards have been satisfied (Rau, and Shih, (2021).

Figuero et al., 2023, July performed an article about Generalized Cohen’s kappa: a novel

inter-rater reliability metric for non-mutually exclusive categories. They present the
Generalized Cohen's kappa, a unique technique for calculating inter-rater agreement. They first
show it functions imilarly to the commonly used Cohen's kappa under the latter's preconditions,
and they then show that it may be used successfully in scenarios where there are non-mutually
exclusive categories. They discovered thﬁCK remained robust under a range of qualitative
coding scenarios, including the usage of nﬁmutually exclusive categories by sizable coding
teams working ‘«lﬁl sizable datasets. A few of Cohen's kappa's acknowledged problems are also
present in GCK. Having high rates of Type,Hnjstake, which means the data reports higher scores
than real agreements, and reporting various agreements in data with similar beginning agreement

but varied distribution of the data are two instances (Figuero et al., 2023).

Discussion and comparison:

According to the studies' variation, an adequate comparison could have established. It is unclear
how the variety of categories, the quality and instructional materials of raters, the characteristics
of the evaluated individuals, and the application techniques affect the level of interrater reliability.
In order to compare at least two distinct categorization methods, well-designed interrater reliability
researches are required. These studies should be conducted using a representative sample of raters
and applied to similar patient or inhabitant samples Such research results must to be calculated
using appropriate and appropriate statistical techniques. In this article, 12 papers were addressed
and illustrated Cohen's kappa and different techniques for assessment. Simon, P., 2006 showed
that Cohen's Kappa has a wider variety of applications for sequential observation data fields, as
observer omission errors can often occur. It is demonstrated how the omission errors may be
included in the Kappa coefficient computation without affecting the underlying statistic.

However, Rau, and Shih, (2021) inquired about what statistical techniques are reliable for
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measuring it, and how much the choice of units influences the results. They discovered that while
dependability and agreement could both be inaortant, only agreement could be quantified using
nominal data. Fuﬁhermore, because k requires the units to be preset, fixed, and independent, kappa
is problematic for move or component analysis, even though it may be appropriate for

macrostructure or corpus analysis.

Kottner et al. (2009) study included 24 studies out of 339 potentially relevant research were
considered. According to tlﬁ research's variability, a useful comparison was not feasible. Cohen's
kappa was reported as the inter-rater reliability measureﬁr enough information was provided to
calculate Cohen's k; Cohen's k estimates' standard errors were repmﬁd, or enough information to
estimate the standard errors was measured; Cohen's k is a suitable inter-rater reliability measure
for the rating process. TheE's insufficient data to suggest a particular pressure ulcer categorization
scheme for use in routine clinical practice. It is necessary to conduct interrater reliability studies,
in which similar raters classify comparable samples using various pressure ulcer categorization

schemes.

Although the inclusion criteria were set extremely liberally to obtain as much interrater reliability
data of PU categorization as feasible, all raters had to be handled symmetrically due to the usage
of k-coefficients as agreement metrics. This requirement was not met in the vast majority of the
included research. When comparing one set of raters (such as ward nurses) to another, one or more
of the examined sample of raters (such as researchers or PU experts) might be used as a standard.
In these situations, the standard is probably more precise, hence the k-statistic is no longer suitable
(Fleiss et al. 2003). As a result, diagnostic accuracy was the focus of many investigations rather

than interrater dependability.

Kvalseth, 2015 indicated that their interpretations are meaningless and may even be completely
deceptive when disagreement is seen with a greater probability than it would be by chance. It is
possible to get the fixed lower bound of —1 for the new coefficients regardless of the marginal
distributions. Accordingly, Mudford et al., 1997 reported the overall level of agreement on
occurrence was below average, averaging 63.5%, with five out of sixteen Subject X State
Agreement Indices exceeding 80%. To measure the origins of disagreement, the percentage of

disagreement on the occurrence of a metric that had not been published before was calculated. The
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agreement data, despite their often insufficient dependability, were overlaid on behavior state
profiles of participants to show how inferences might be made from the data. Researchers studying
phenomena that are not immediately susceptible to observation are advised to use this method for

interobserver agreement as well as information interpretation (Mudford et al., 1997).

Therefore, there are two implications when kappa is interpreted as tla average of the category
kappa. On the one hand, the total kappa cannot accurately represent the complexity of the
agreenant between the observers if the category kappa is significaaly different, for instance,
strong agreement on one category but poor agreement on another. It éould be best practice to
publish (different) category coefficients for each particular category if a researcher is interested
in comprehending the patterns of agreement and disagreement, as this offers far more
Eformation than just giving a single value. As an alternative, one can represent agreement using

log-linear or latent class models (Kerr et al., 2015).

Furthermore, Cohen's Kappa makes a presumption which the raters were selected with purpose.
The kappa will be applied in place of the population of raters if the raters are se%ted at random.
Interrater reliability was previously assessed using percent agreent, which is the number of
agreement scores divided by the total number of scores. Just as a chance "correct” response on a
multiple-choice exam is feasible, chance agreement resulting from rater guesswork is always a
possibility. This element of chance is taken into consideration by the Kappa statistic (Chang,
2014).

Conclusions:

Poor interrater reliability is unacceptable in clinical research and healthcare, particularly when
study findings have the potential to alter clinical practice and negatively impact patient outcomes.
Calculating both kappa and percent agreement is perhaps the best advice for researchers. In
situations when rater guessing is expected to be high, the kappa statistic may be used; Nevertheless,
the researcher may reasonably rely on percent agreement for evaluating reliability among

respondents if raters have adequate training.

It is a different matter entirely whether rater-to-standard dependabiliﬁ is a viable notion and how

to measure it; yet, it appears that Cohen's kappa was abused, hence the study cannot be included
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in a meta-analysis. In fact, inter-rater dependability for a wide range of complex rating scenarios
may now be estimated using Cohen's kappa. Unfortunately, empirical research seldonhif at all,
uses those broader measurements. Clear and simple instructions on performing inter-rater
reliability studies for selecting the&ht method of inter-rater reliability for various rating scenarios
are necessary due to the abuse of Cohen's kappa and the abundance of increased inter-rater

reliability indicators.

Finally, Cohen's kappa must be used appropriately in primary research. Since the accuracy of
ratings is typically impossibleﬁ ascertain and all subjects are assessed by two raters who are
Wually competent, it follows that Cohen's kappa is a suitable indicator of inter-rater reliability.
Cohen's kappa cannot be used to determine the ﬁnsistency of ratings between two raters when
certain presumptions are not met. For example, Cohen's kappa between hospital nurses and PU
specialists was reported by Hart et al. (2006). Expert ratings were accepted as accurate
classifications, and rater-to-standards dependability was defined as the consistency of ratings

across nurses and experts.
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