
Linear Algebra 

 

Examples: (Z,+,. ), (Q,+,.), (R,+,.) and (C,+,.) are groups. 

The Field 

• Let   *,ο are two binary operations on S, then (S,*,ο) is called a field if satisfy 

the following conditions: 

1. (S,*)is an abelian group.  



2. (S-{e},ο ) is an abelian group, where  e is an identity element of a binary 

operation *. 

3. Distributive Law: aο (b*c)=(aοb)*(aοc) for all a,b & c belong to S. 

Example: 

(R,+,.)  & (C,+,.)  are fields 

                                              Vectors 

Vector : Is a quantity that has both magnitude and direction but not position.  

 

Examples of such quantities are velocity and acceleration. 

In their modern form, vectors appeared late in the 19th century when Josiah 

Willard Gibbs and Oliver Heaviside (of the United States and Britain, respectively) 

independently developed vector analysis to express the new laws 

of electromagnetism discovered by the Scottish physicist James Clerk Maxwell. 

Since that time, vectors have become essential in physics, mechanics, electrical 

engineering, and other sciences to describe forces mathematically. 

Or; 

Vectors are geometrical entities that have magnitude and direction. A vector can 

be represented by a line with an arrow pointing towards its direction and its 

length represents the magnitude of the vector. Therefore, vectors are 

represented by arrows, they have initial points and terminal points.  

A vector is a Latin word that means carrier. Vectors carry a point A to point B. The 

length of the line between the two points A and B is called the magnitude of the 

vector and the direction of the displacement of point A to point B is called 
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the direction of the vector AB. Vectors are also called Euclidean vectors or Spatial 

vectors.  

 

Definition: A vector 

• Is an arrow starting at A and finishing at B denoted by AB 

• (1) Properties of Addition: 

•  v, w, u  V  

a) v + w = w + v                      ( Commutativity ) 

b)  ( v + w ) + u = v + ( w + u ) ( Associativity ) 

c) v + 0 = v =  0 + v                ( Zero element ) 



• (2)  Properties of scalar multiplication : 

•   v, w  V  and  a, b  R,[ R is the real number field (R,+,.) ] 

a) ( a + b ) v  = a v  + b v   ( Distributivity ) 

b)   a ( v + w ) = a v + a w 

c)   ( a b ) v = a ( b v ) = a b v  ( Associativity ) 

d)  1 v  = v    ,    0P=0 

e) P + (-1)P =0  

     

 

 



vector mathematics 

Figure 1: (A) The vector sum C = A + B = B + A. (B) The vector difference A + (−B) 

= A − B = D. (C, left) A cos θ is the component of A along B and (right) B cos θ is 

the component of B along A. (D, left) The right-hand rule used to find the 

direction of E = A × B and (right) the right-hand rule used to find the direction of 

−E = B × A. 

 



3- Parallel Vectors 

Two or more vectors are said to be parallel vectors if they have the same 

direction but not necessarily the same magnitude.  

4- Orthogonal Vectors 

Two or more vectors in space are said to be orthogonal if the angle between them 

is 90 degrees. In other words, the dot product of orthogonal vectors is always 0. 

a·b = |a|·|b|cos90° = 0. 

Length and Dot Product of Vectors: 

The individual components of the two vectors to be multiplied are multiplied and 

the result is added to get the dot product of two vectors. 
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The 

resultant of a dot product of two vectors is a scalar value, that is, it has no 

direction. 

 



Cross Product of vectors: 

The vector components are represented in a matrix and a determinant of the 

matrix represents the result of the cross product of the vectors. 

 

Another way to determine the cross product of two vectors A and B is to 

determine the product of the magnitudes of the two vectors and the sine of the 

angle between them.  
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Answer: The angle between the two vectors is 80.73°. 





 

 

 

 



Definition 1.1: (Real) Vector Space   ( V,  +,. ) 

A vector space (over F ) consists of a set V along with 2 operations ‘+’ and ‘ . ’ s.t. 

(1)  For the vector addition + : 

   v, w, u  V  

a)  v + w  V    ( Closure ) 

b)   v + w = w + v    ( Commutativity ) 

c)  ( v + w ) + u = v + ( w + u ) ( Associativity ) 

d)   0  V   s.t.    v + 0 = v    ( Zero element ) 

e)   −v  V s.t.    v −v  = 0   ( Inverse ) 

(2)  For the scalar multiplication  : 

   v, w  V  and  a, b  R,  [ R is the real number field (R,+,) ] 

a)   a v  V     ( Closure ) 

b)   ( a + b ) v  = a v  + b v   ( Distributivity ) 

c)   a ( v + w ) = a v + a w 

d)   ( a b ) v = a ( b v ) = a b v   ( Associativity ) 

e)  1 v  = v 



Example-1: 

 

Example-2: 

 

Example-3: 

 



Example-4: 



 

  



 

 



 

 

 



 



 

Theorem:  M1 ∪ M2 is a vector subspace if and only if M1 ⊏ M2 or M2 ⊏ M1 

Find the intersection of each of the following: 

 

 



 

 

  

Direct sum: 
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The sum of Two vector subspace 



Linear combination of vectors 

 

 

 

 

 



 

  

 

 

 

Example 3: In vector space  𝑅3   over field R,  

if T={(0,3,-3)}, S={(1,0,0),(0,2,0)} then find the following:       



 

Exercises:  

 

 

  



 

 

• Example: Show that  

The set S = {(1, 0), (0, 1), (−2, 5)} is linearly dependent 

Linear independence:  

properties 

• Theorem 1:  

A set of vectors is linearly dependent if and only if one of the vectors is a 

linear combination of the others.  



• Theorem 2: Any set of vectors containing the zero vector is linearly 

dependent. 

• Theorem 3:  

If a set of vectors is linearly independent, then any subset of these vectors 

is also linearly independent. 

• Theorem 4:  

If a set of vectors is linearly dependent, then any larger set, containing this 

set, is also linearly dependent.     

    

 

 

 



 

 

 

 

 

 

 



Theorem: 

 

 

(Home work) 

 


