Linear Algebra

Definition

Let S be a non-empty set. Any function f:Sx S — S 1s called a binary
operation on S or equivalently, an operation (*) on S 1s called a binary
operation on S (or S 1s closed under the operation (*)), if a*bh € S, for all

a,bes.
Examples |

The operations (+) , (.) and (-) all are binary operations on Z,0,R and
C, where Z 1s the set of all integers, O 1s the set of all rational numbers, R is

the set of all real numbers and C is the set of all complex numbers.

Definition
A group 1s a pair (G,*), where G 1s a non-empty set and (*) 1s a binary

operation on G satisfying the following conditions:

1. (*) 1s associative on G, thatis, a*(b*c)=(a*b)*c,forall a,b,ceG.

2. There exists an element e € G ,(called identity element of () such that
axe—a—e*a,forall acG.

3. For each a € G, there exists an element € G suchthat a*bh=e=b*a,
(b 1s called the inverse of @ in G and we denote this by al=b). Ifthe
above three conditions satisfied, then we say (G.*) 1s a group (simply G 1s

a group) and if in addition to the above conditions, the following holds:
4. a*b=>b*a, for all a,b e G, then the group G is called an abelian group

(or a commutative group).
Examples: (Z,+,.), (Q,+,.), (R,+,.) and (C,+,.) are groups.
The Field

* Let *o0aretwo binary operations on S, then (S,*,0) is called a field if satisfy
the following conditions:

1. (S,*)is an abelian group.



2. (S-{e},0 ) is an abelian group, where e is an identity element of a binary
operation *.

3. Distributive Law: ao (b*c)=(aob)*(aoc) for all a,b & c belong to S.
Example:
(R,+,.) & (C,+,.) are fields
Vectors

Vector : Is a quantity that has both magnitude and direction but not position.

Examples of such quantities are velocity and acceleration.

In their modern form, vectors appeared late in the 19th century when Josiah

Willard Gibbs and Oliver Heaviside (of the United States and Britain, respectively)

independently  developed vector _analysisto express the new laws

of electromagnetism discovered by the Scottish physicist James Clerk Maxwell.

Since that time, vectors have become essential in physics, mechanics, electrical

engineering, and other sciences to describe forces mathematically.

Or;

Vectors are geometrical entities that have magnitude and direction. A vector can
be represented by a line with an arrow pointing towards its direction and its
length represents the magnitude of the vector. Therefore, vectors are

represented by arrows, they have initial points and terminal points.

A vector is a Latin word that means carrier. Vectors carry a point A to point B. The
length of the line between the two points A and B is called the magnitude of the

vector and the direction of the displacement of point A to point B is called
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the direction of the vector AB. Vectors are also called Euclidean vectors or Spatial

vectors.

Representation of Vectors

Vectors are usually represented in bold lowercase such asa or using an
arrow over the letter as &. Vectors can also be denoted by their initial

and terminal points with an arrow above them, for example, vector AB
—
can be denoted as AB. The standard form of representation of a vector is

AA

A A M A
A? =ai +bj + ck. Here, a,b,c are real numbers and I, |, K are the unit

vectors along the x-axis, y-axis, and z-axis respectively.

Definition: A vector
* Is an arrow starting at A and finishing at B denoted by AB
* (1) Properties of Addition:
e Yv,wueV
a) viw=w+v ( Commutativity )
b) (vtw)+u=v+(w+u) ( Associativity )

c) viO=v=0+v ( Zero element )



* (2) Properties of scalar multiplication :
* Yv,weV and a,b € R,[Ris the real number field (R,+,.) ]
a) (a+b)v =av +bv ( Distributivity )
b) a(v+w)=av+aw
c) (ab)v=a(bv)=abv ( Associativity )
d 1v=v , 0P=0

e) P+(-1)P =0
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vector mathematics

Figure 1: (A) The vector sum C=A + B =B + A. (B) The vector difference A + (-B)
=A-B=D. (C, left) A cos 6 is the component of A along B and (right) B cos 0 is
the component of B along A. (D, left) The right-hand rule used to find the

direction of E=A x B and (right) the right-hand rule used to find the direction of
-E=B xA.

Types ot Vectors

The vectors are termed as different types based on their
magnitude, direction, and their relationship with other
vectors. Let us explore a few types of vectors and their
properties:

1- Zero Vectors

Vectors that have 0 magnitudé are called zero vectors,
denoted by 0= (0,0,0).

2-Unit Vectors

Vectors that have magnitude equals to 1 are called unit
vectors, denoted by a.



3- Parallel Vectors
Two or more vectors are said to be parallel vectors if they have the same

direction but not necessarily the same magnitude.

4- Orthogonal Vectors
Two or more vectors in space are said to be orthogonal if the angle between them
is 90 degrees. In other words, the dot product of orthogonal vectors is always 0.

a-b=1al-|b|cos90° =0.

Length and Dot Product of Vectors:
The individual components of the two vectors to be multiplied are multiplied and

the result is added to get the dot product of two vectors.

DEFINITION ‘The dot product or inner product of v = (vy,v7) and w = (wy, wy)
is the number v + w: , :
VW = VW + v, (1)

Example 1  The vectors v = (4,2) and w = (—1, 2) have a zero dot product:

Dot product is zero [4} [— 1

Perpendicular vectors 2 2] =—4+4+4=0.


https://www.cuemath.com/algebra/dot-product/

Lengths and Unit Vectors

An important case is the dot product of a vector with itself. In this case v equals w
When the vectoris v = (1,2, 3), the dot product with itself is v + v = |[v||* = 14:

Dot product v« v

2 _
Length squared ol =

Tad I

1
2(=14+449=14
3

DEFINITION The Iength ||*v N of a vector 'v 15 thc square root of v« v

Length—narm(v) length = |[’l’|| NAACE
DEFINITION A unit vector w is a vector whose length equals one. Thenn+u = 1.

An example in four dimensions is # = (%, % % %) Thenu-uis 5 + F i 41 =
We divided v = (1,1, 1, 1) by its length | v]| = 2 to get this unit vector

M

Example 4  The standard unit vectors along the x and y axes are written i and j . In the
xy plane, the unit vector that makes an angle “theta” with the x axis is (cos 8, sin 6):

: .| . |0 cos 0
Unit vectors i = [0] and j= L] and u= [sinﬂ}
Unit vector U= v[ lv] isa umt vector in the same dlrectlon as v.

Rightangles The dot productisv-w =0 when vis perpendwutar fow,



vew
ol 1wl

COSINE FORMULA  If vand w are nonzero vectdrs_' then = cos 0.

The
resultant of a dot product of two vectors is a scalar value, that is, it has no

direction.

SCHWARZ INEQUALITY = v+ ] < [|v] Jw]

TRIANGLE INEQUALITY v+ w| < ||v] + |w]

Example 5 Find cos 6 forv = [ % ] andw = [ é :] and check both inequalities.
Solution The dot product is v - w = 4. Both v and w have length +/5. The cosine is 4/5.

vew o 4 4
loll w545 5

cosf =

Proporties of Dot product
1- u.v=v.u
2- (cu).v =u.(cv) = c(u.v)
3-u.(vtw) =u.vtuw
4- 0.u=0
5- u.u =hy?
Theorem: Two vectors u and v are said to be
orthogonal or perpendicular if the angle between them
is 90.
Or u and v are orthogonal < u.v=0



Cross Product of vectors:
The vector components are represented in a matrix and a determinant of the

matrix represents the result of the cross product of the vectors.

i ]k
a, b C,
a, b?_ c,

A7 % B7 = (blc2 - c1b2, alc? - c1a2, alb2 - b1a2)

Another way to determine the cross product of two vectors A and B is to
determine the product of the magnitudes of the two vectors and the sine of the

angle between them.

A= = B> = |Al|IB| sinB 0


https://www.cuemath.com/geometry/cross-product/

Example 1: Find the angle between the two vectors 27 + T -3k
and3 i -| +k?

Solution:

N A

Giventwuvectorsa=2?+f—S!I-Eandb=3?—j + k

We need to determine the angle between the vectorsaand b

using the formula cosB =a.b / |allb|

Fal

ab=(21+]-23k-@i-j+k
=(2=3)+(1=-1)+ (-3 x1)

-6-1-3

la] = (== %+ 1= + (—-=2»=)2
= =2 4+ 1 +— =)

= ==

I = (3= + (—-123= + (1DI=D
— =~ (= =+ 1 =+ 1>

= -1

= P e [ I e I I

s 0 = M 12O

s — 1S
B — caome= VTS
B — s F=T

Answer: The angle between the two vectors is 80.73°.



Example 2: Find the sum of two vectorsa = 4? + ET -5 ﬁ; andb
=37 -2/ +k?

Solution:
Giventwmvectﬂrsa:4T+2T—51‘;{andI:I:E.T—ET+E'
a+b={4?+2f—5i)+(3?—2f+ﬁj

—(4+23)i +(2-2)] + (-5 + 1k

—7i+0] - ak
=7i-4k

i I
Therefore, the sum of two vectorsis 71 -4k

Answer: 7 T -4 T(



£ A
Example 3: Find the cross product of two vectorsa=4 1 + 2] —51:(

andb=31 —ET +kand verify it using cross product calculator?
Solution:
Giventwmvectorsn=4?+2T—5Eandb=3?—2?+i{
Comparing these to the vector notations we have.

a= aff - aﬂ + agfc and b = bﬁ + bgf + bgﬁ

Applying cross product formula,

a x b = 1(ashg — agbs) — ] (ajba — azbq) + k(atbo — aoby)

=12 1) - (-5) x (-2)) - [ (4 x 1- (-5) x (3)) + k((4) % (-2) - (2 %

3))

£

=?(2-1D)-J(4+15) +k(-8-6)
=g} -19] - 14k

A A

Therefore, the cross product of two vectors is -81 -19] - 14k

Answer: -8 - 19 - 14k



Definition 1.1: (Real) Vector Space (V, +,.)
A vector space (over F ) consists of a set V along with 2 operations ‘+’ and ‘.’ s.t.
(1) For the vector addition +:

Yvw,ueV

a) viweV ( Closure)

b) viw=w+yv ( Commutativity )
c) (v+w)+u=v+(w+u) ( Associativity )

d) 30eV st. v+0=v ( Zero element)

e) d-veVst. v—v =0 ( Inverse)

(2) For the scalar multiplication :

Yv,weVand a,beR, [ Ris the real number field (R,+,x) ]
a) aveV ( Closure)
b) (a+b)v=av +bv ( Distributivity )

c) a(v+w)=av+aw
d (ab)v=a(bv)=abv ( Associativity )

e) 1v=v



Example-1:

« Ifnis any positive integer , then < F "+...F > is a vector
space by defining addition and scalar multiplication as:

(a,.a,,...a,)+(D,.b....0)=(a,+b.a, +b,....a,+Db,)

Aa. a,.....a,) = (a,. 2a,..... Aa,)

» In particular we have seen two dimensional and
tridimensional spaces (R2 ?_+7__7_R) & (R3+?_?R)

Example-2:

F . -
. (M) +,.F) is a vector space under addition and scalar
multiplication of matrices.

« Example 3: F[x]={a,+ax+a,x’+..+ax";a,€ F.ne N}
denotes the set of polynomials with coefficient in a field
(F.+,)then < F|[x]|,+,.,F > isavector space under

polynomial addition and scalar multiplication of polynomial.
Example-3:

. IS R* with addition and scalar multiplication defined as

(xL,y)+(x,,y,)=(x,+x,,y,+¥,)
j*(J'“Clz'.]';l) = (ixlﬂyl)

vector space or not? why?



Example-4:

« IS R™ with addition and scalar multiplication defined as

X+ y=xy
x o= x’ Vx,yeR & re R

vector space or not? why?
Homework

1. ISR*® with addition and scalar multiplication defined as

(x1:y1)+(x3:~y3) — (xl + X,, ), + yz)
A Cxy vy) = (Ax,,0)

vector space or not? why?



2.1S R’ with addition and scalar multiplication defined as
(X, ¥1,2)+ (X3, ,,2,) = (X, ,,2;)
A(x,v,,2,) = (Ax,, Ay, Az))
vector space or not? why?

Lemma

In any vector space F,

1. 0,V =0
2. (1)v+v=0.
3. a0=0.

4. If aV=0 then a=0@F or V=0
5. (-a) V=a(-V)=- aV)
VvelV and a € F.

Proof:

Lo 0=v-v=(1+0)v-v —y+0v-v =0v jT
2. (-1)v+v=(-1+1)v =0v =0 —

3. a0=a(0v) =(a0)v =0v =0

. T i

Byl Byl

o

Vector Subspaces
Definition : Subspaces

For any vector space, a subspace is a subset that
1s itself a vector space, under the inherited operations.



DEFINITION A subspace of a vector space 1s a set ‘of vectots (incl udmg 0) that satisfies
two requirements: If v and w are vectors in the subspace aud ¢ is cmy scalar then-

(i) v + w 18 in the subspace

(ii) cvisin the subspace _' Y

First fact: Every subspace contains the zero veetor. The plane in R® has to go through
(0,0,0). We mention this separately, for extra emphasis, but it follows directly from rule (ii)
Choose ¢ = 0, and the rule requires Ov to be in the subspace.



Example :
= {0} is a trivial subspace of R™.
= R" is a subspace of R™.
Both are improper subspaces.
All other subspaces are proper.
Example : Subspace is only defined inherited operations.

However, neither ({1}, ; R) nor ({1}.+ ; R) is a subspace of the
vector space (R,+ ; R).
Lemma :

Let § be a non-empty subset of a vector space ( V, +,., R ).the
inherited operations, the following statements are equivalent:

1. Sis a subspace of V.
2. Sis closed under all linear combinations of pairs of vectors.

3. Sis closed under arbitrary linear combinations.

Remark:

Vector space = Collection of linear combinations of vectors.

A subspace containing v and w must contain all linear combinations cv + dw.
Example 3 Inside the vector space M of all 2 by 2 matrices, here are two subspaces:

(U) All upper triangular matrices [g 2,] (D) All diagonal matrices [g 3]



Add any two matrices in U, and the sum is in U. Add diagonal matrices, and the sum is
diagonal. In this case D s also a subspace of U! Of course the zero matrix is in these
subspaces, when a, b, and d all equal zero.

Example

[ [x ]
S=q|y||x-2y+z=0; is a subspace of R°.

L\z J

Example 2/ Matrix Subspace.

{fﬂ n]
I =
\b ¢

a+b+c=0 } is a subspace of the space of 2x2 matrices.

Home work

« Is M ={(x,y);y=2x} vector subspace of R’ over
field R?

0 a
e Is M= {[b OJ:H.EJ € R} vector subspace of M.") over
field R?

e Is M={a+br+cx’:a+2b—c=1} vector subspace of P\
over field R?



* sM=1{¢,z,,2);
over field C?

23‘ =4} vector subspace of R’

Algebra of Subspaces

* The intersection of two vector subspace is also a
vector subspace.

* The union of two vector subspace may not be a
vector subspace.

* For example:
* Let M, ={(x.y)x+2y=0}
M, ={(x,y)S5x+y=0} are two vector
subspaces

But M] J Mg is not a vector subspace.
Theorem: M1 U M. is a vector subspace if and only if Mi = M2, or M= My

Find the intersection of each of the following:

1. Let M, ={(x,y.z):2x—y+3z =0}

2. Let M, ={a+bx+cx’;a+2b—c=0}
and M, ={a+bx +ecx’;b=0,a+3c=0}



The sum of Two vector subspace

* The sum of two vector subspace is also a vector subspace.
M+ N={A+B: A M.Be N}

» Example: Let
- M={x,0):xeR}, & N={0,v);yeR}

are vectors on R? over field R, find M+N.

2) Let M ={(x.y.2):x=0} & N={(x.y.2):y+z=0}
Find M+N & MnN.

Home work

» Find M+N & M N foreach of the following:
a 0 a b

1) M = ca+c=b} & N =/{ :a=3c}
b ¢ 0 ¢

2y M ={(2x.x):xeR} & N={»r.y):.yeR}

Direct sum:

V=M®@N iff V=M+N and M nN ={0}

Which of the following are direct sum:

M ={(X,y,2);x+y+z2=0}, N={(0,0,2);zeR}
L={(x,y,2);x=12}



Linear combination of vectors

* A vector X 1s defined to be a linear combination of vectors

X

x , x . ifits can be written as:

1 El 2 R k

X =cx; +c,x, +...+c X,

Where C€1>C55---5Cp are scalars.
Examples

« Show that ¢c=(3,-5.-2) is a linear combination of a set
s=1{(1,5,0),(2,0,-1)} but D=(-2,20,7) 1s not a linear
combination of them.

Which of the following vectors are linear combinations of

{l+x,x—x" +x*5+x°}

1) x°
2)7
3) -5+ x°
« Example 1
S=1{(1,3,1),(0,1,2),(1,0,-5)},
Vi Va2 V3

v, 1s a linear combination of v, and v3 because
vi =3v, +v3=3(0,1,2)+(1,0,-5)
=(1,3,1)



Definition 2.13: Span

Let S={51.,....5, |5z € ( F,+.R) } be a set of # vectors in
vector space V.

The span of § is the set of all linear combinations of the
vectors in .S, i.e.,

span S =1 Y ¢s, | s, €S5. ¢, R
=1
Also: span S is the smallest vector space
containing all members of s
Example 2 _:

()

Proof:
The problem iz to showing that for all x, y R, 3 unique a b =R s.t.

—a| |+
1 1) -1
. ,a'—|—|;_r;| = . . -
1e, 5 has a unique solution for arbitrary x & y.
a—b=y
Since a=15[_r—_1.'] b=;—[_r—_1'] vxyveR QED

Example 3: In vector space R® over field R,

if T={(0,3,-3)}, S={(1,0,0),(0,2,0)} then find the following:

A—[S.|T] span S.T respectively.
B — Is the vector (5.—3.0) €[S]?
C—[S][T].



1) M + N =[M o N ]
2)[M ]+ [N]=[M v N
3) [S mn T Jac [S]a [T ]
4)HY I S < T then [S ] <« [T ]

Exercises:
|"_]_-'\I

1. Consider the set [y||lx+y+z=1

|
\Z
.

j —

under these operations.

() () [(x+x,-1) (xY\ (rx—-r+1)
Nn|FI M= hth rMyl=f ¥ |

| i1 | i |~ )F | - )!

\a) \xn) U a+5 ) T ' -

(a) Show that it 1s not a subspace of R*.
(b) Show that 1t 1s a vector space.
( To save fime, you need only prove axioms (d) & (j), and closure
under all linear combinations of 2 vectors.)
(c) Show that any subspace of R* must pass throw the origin, and so
any subspace of R* must involve zero in its description.
Does the converse hold?
Does any subset of R* that contains the origin become a subspace
when given the inherited operations?

2 Because ‘span of” 1s an operation on sets we naturally consider how 1t
inferacts with the usual set operations. Let [S] = Span S.

(a) If § — T are subsets of a vector space, 15 [S] — [T] ?
Always? Sometimes? Never?

(b) If S, T are subsets of a vector space, 1s [Sw T]=[S]w[T]?

(c) If S, T are subsets of a vector space, 1s [ S T]=[S] m [T]?

(d) Is the span of the complement equal to the complement of the span?



LINEAR INDEPENDENT SETS: BASES

. An indexed set of vectors {v;, ..., v,,} In Fis said to
be linearly independent if the vector equation

v, +c,v,+...+c,v_=0 -—-—(1)
has orly the trivial solution, ¢, = 0,---,CP =0.

. The set {v;, ..., v} 1s said to be linearly
dependent if (1) has a nontrivial solution, 7. e.. if
there are some weights, c,, ..., ¢,, not all zero, such
that (1) holds.

. In such a case, (1) 1s called a linear dependence
relation among v, ..., ¥,

Example

Determine whether the following set of vectors is
linearly dependent or linearly independent
S={v;=(1,2,3),v,=(0,1,2), v;=(—2,0, 1)}
Solution: ¢, v, + c,v, +c3v; =0
= c;(1,2,3) +c5(0, 1, 2) +c3(—2, 0, 1) = (0, 0, 0)
= (c¢;—2c3, 2cy+c5, 317265, +c3) = (0, 0, 0)
—>c,=c,=c3=0

—>Therefore, S is linearly independent.
* Example: Show that
Theset S ={(1, 0), (0, 1), (-2, 5)} is linearly dependent
Linear independence:
properties

* Theorem 1:

A set of vectors is linearly dependent if and only if one of the vectors is a
linear combination of the others.



* Theorem 2: Any set of vectors containing the zero vector is linearly
dependent.

e Theorem 3:

If a set of vectors is linearly independent, then any subset of these vectors
is also linearly independent.

* Theorem 4:

If a set of vectors is linearly dependent, then any larger set, containing this
set, is also linearly dependent.

Basis in vector space

« A basis of V is a linearly independent set of vectors
in V which spans V.

« Example: F2 the standard basis

e1 =(1,0,...,0),e2 = (0,1,...,0),...,en = (0,0,...,1)
= V is finite dimensional if there is a finite basis.

e Is the set {—11— x.—2x*} basis of AW® ?

Theorem

e If S={x.x,.....x,}is a span for a vector space
and 7 ={».»,.....»}is a linearly independent
set of vectors in V, then 7 <7

e Corollary

If S=i{x.x..x,} and 7T ={y,,v,.....¥,} are
bases for a vector space, then n=m



Homework

+ Isaset {1,,.1',' — 2,(.1? — 2)(3&' -|-1)} a basis of B(R)2
« Isaset {(1,0),,(1;,0),,(0?1),(0,1;)} a basis of C* over fieldC.

1 0)(1 0 0 1 0 0
* Is aset {-0 1:--0 _1:-1 0:-0 1}abasjs

of M,,(R) ?

Find a basis of vector subspace

DM ={(x,v,2):2x—v+z=0}inR’ over fieldR.
2YM ={a+bx+cx” +dx’ :a+b=c—2d=0}:in P(R).

Dimension of V is the number of elements of a basis.
Example

dim(R")=n

dim(C ") over field complexnumberis n
dim(C ") over field real numberis 2n.
dim(P ) )isn+1.

dim(M, ,(R))is4 [M,(R)=n"]



Theorem:

* Let V be an n-dimensional vector space, and let

S = {xp X5 '.ax;?} be a set of n vectors;
* 1)if Sis linearly independent, then it’s a basis for V.
+ 2) If S spans, then it’s a basis for V.

Some properties of dimension
 Dim (M+N)=dim (M)+dim(N)-dim(M " N)
« If M is a vector subspace of V, thendim M <dm/V
 If dim V=dim M, then M=V.

(Home work)

* Find a basis and dimension of each of the following:

DM ={(x,y,z);x+y=0}in R’
2) M ={P,(x);d/dx (P(x)) =0}
3) M ={F(x); P(0) = 0j



