
Basis and Dimentions 

 

 

 

Example-1: Find a basis of R2. 



   

 

Example2: The standard basis of Rn 



 

 

The Basis Theorem 

 

 



 

 

Bases as Coordinate Systems 
In this section, we interpret a basis of a subspace V as a coordinate 
system on V, and we learn how to write a vector in V in that coordinate 
system. 

 
Proof:  

  



 

  

 

 

 

 



 

 

  

Linear transformaton 

  

 



Proof: 

 

 

Example: A non linear transformation. 

 

Example: Verify linearity: dilation 



 

Example: Verify linearity: Rotation. 

 

 



 

 

This verifies that T is a linear transformation. 

Example: Linear transformation defined by formula. 

 

 



 

 

 

Translatio: 



 

Exercise: Find an example of a transformation that satisfies the first property 
of linearity but not the second.  

Kernel and image of linear transformation 

Definition: Let V and W be vector space and let T:V→ W be a linear 
transformation. Then the image of T denoted by im(T) is defined to be the 
set { T(v): v ∈ V}. In word, it consists of all vectors in W equal T(v). 

The kernel, ker(T), consists of all v∈ V such that T(v)=0, that is, 

 ker(T) ={v∈ V: T(v) =0}. 

Then in fact, both im(T) and ker(T) are subspaces of W and V respectively. 

Proposition-1: Let V and W be two vector spaces and T: V→ W be linear 

transformation. Then ker(T)⊑ V, and im(T) ⊑ W, and both are vector space. 

Proof: 

First consider ker(T), let v1, v2 are vectors in ker(T), and scalers a, b ∈ R, we have 

to prove av1+bv2 ∈ ker(T). 

T(av1+bv2)= T(av1)+ T(bv2) = aT(v1) +bT(v2) = a.0 +b.0=0 

Thus ker(T) is a subspace of V. 

https://textbooks.math.gatech.edu/ila/linear-transformations.html
https://textbooks.math.gatech.edu/ila/linear-transformations.html


 

Example-1: 

 

 

Example-2: 

 



 

 

 

  

 

 

However, this is clearly not linearly independent. By removing vectors from the 

set to create an independent set gives a basis of im(T). 

 



 Notice that these vectors have the same span as the set above but are now 

linearly independent. 

Theorem-2: Let T:V→W be a linear transformation where V,W are vector spaces. 

Suppose the dimension of V is n. Then n=dim(ker(T))+dim(im(T)) 

Proof: From Proposition -1, im(T) is a subspaces of W, then there exists a basis 

for im(T),{T(v⃗ 1),⋯,T(v⃗ r)}.. Similarly, ker(T) is a subspace in V, then 

there is a basis for ker(T), {u⃗ 1,⋯,u⃗ s}. Then if v⃗ ∈V, there exist 

scalars ci such that:  

                                 

 

Hence there are scalars ai such that 

 

 

 

If the vectors {u⃗ 1,⋯,u⃗ s,v⃗ 1,⋯,v⃗ r}are linearly independent, then it will follow 

that this set is a basis. Suppose then that 

 

Apply T to both sides to obtain 
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 Since {T(v⃗ 1),⋯,T(v⃗ r)} is linearly independent, it follows that each ci=0. 

Hence ∑sj=1aju⃗ j=0 and so, since the {u⃗ 1,⋯,u⃗ s}are linearly independent, it 

follows that each aj=0also. It follows that {u→1,⋯,u→s,v→1,⋯,v→r} is a basis 

for V and so 

n= s+ r= dim(ker(T))+ dim(im(T)) 

Definition: The rank of linear transformation 

Let T:V→W be a linear transformation and suppose V,W are finite dimensional 

vector spaces. Then the rank of T denoted as rank(T) is defined as the 

dimension of im(T). The nullity of T is the dimension of ker(T). Thus the above 

theorem says that rank(T)+dim(ker(T))=dim(V). 

Definition: Let V, be vector spaces with v1,v2 be vectors in V. Then a linear 

transformation T:V↦W is called one to one if whenever v1≠v2 it follows that 

T(v1)≠T(v2) 

A linear transformation T:V↦W is called onto if for all w⃗ ∈W⃗  there 

exists v⃗ ∈V such that T(v⃗ )=w⃗ . 

Lemma-3: The assertion that a linear transformation T is one to one is 

equivalent to saying that if T(v⃗ )=0⃗ , then v⃗ =0. 

Proof:  

Suppose first that T is one to one. 

T(0⃗ )=T(0⃗ +0⃗ )=T(0⃗ )+T(0⃗ ) 

and so, adding the additive inverse of T(0⃗ ) to both sides, one sees 

that T(0⃗ )=0⃗ . Therefore, if T(v⃗ )=0⃗ , it must be the case 

that v⃗ =0⃗  because it was just shown that T(0⃗ )=0⃗ . 

Now suppose that if T(v⃗ )=0⃗ , then v⃗ =0. If T(v⃗ )=T(u⃗ ), 
then T(v⃗ )−T(u⃗ )=T(v⃗ −u⃗ )=0⃗  which shows that v⃗ −u⃗ =0 or in other 

words, v⃗ =u⃗. 



 

 

Corollary-4: 

Let T:V→W be a linear map where the dimension of V is n and the dimension 

of W is m. Then T is one to one if and only if ker(T)={0⃗ } and T is onto if and 

only if rank(T)=m. 

Proof: The statement ker(T)={0⃗ } is equivalent to saying if T(v⃗ )=0⃗ , it follows 

that v⃗ =0⃗ Thus by Lemma-3, T is one to one.  

If T is onto, then im(T)=W and so rank(T) which is defined as the dimension 

of im(T) is m. If rank(T)=m, then by Theorem , since im(T) is a subspace of W, 
it follows that im(T)=W. 

Example: Let S:P2→M2*2 be a linear transformation defined by 

  

Prove that S is one to one but not onto. 

Solution 

 Here we will determine that S is one to one, but not onto, using the method provided 

in Corollary -3. 

By definition, 

ker(S)={ax2+bx+c ∈P2 | a+b=0, a+c=0, b−c=0, b+c=0}. 

Suppose p(x)=ax2+bx+c ∈ker(S). This leads to a homogeneous system of four 

equations in three variables. Putting the augmented matrix in reduced row-

echelon form:  

https://math.libretexts.org/Bookshelves/Linear_Algebra/A_First_Course_in_Linear_Algebra_(Kuttler)/09%3A_Vector_Spaces/9.07%3A_Isomorphisms#Lemma_.5C(.5CPageIndex.7B1.7D.5C):%20_One_to_One
https://math.libretexts.org/Bookshelves/Linear_Algebra/A_First_Course_in_Linear_Algebra_(Kuttler)/09%3A_Vector_Spaces/9.08%3A_The_Kernel_and_Image_of_a_Linear_Map#Theorem_.5C(.5CPageIndex.7B1.7D.5C):%20_Subspace_of_Same_Dimension
https://math.libretexts.org/Bookshelves/Linear_Algebra/A_First_Course_in_Linear_Algebra_(Kuttler)/09%3A_Vector_Spaces/9.08%3A_The_Kernel_and_Image_of_a_Linear_Map#Corollary_.5C(.5CPageIndex.7B1.7D.5C):%20_One_to_One_and_Onto_Characterization


 

Since the unique solution is a=b=c=0a=b=c=0, ker(S)={0⃗ }ker⁡(S)={0→}, and 

thus SS is one-to-one by Corollary. 

Similarly, by Corollary , if S is onto it will have rank(S)=dim(M22)=4The image of S is 

given by 

 

These matrices are linearly independent which means this set forms a basis 

for im(S).  Therefore, the dimension of im(S), also called rank(S), is equal to 3. 

It follows that S is not onto. 
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