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## Abstract

In this work we find the mean (average) distance of the complete bipartite graph $k_{n, m}$ which is $\mu\left(k_{m, n}\right)=\frac{2 n(n-1)+2 m(m-1)+2 n m}{(n+m)(n+m-1)}$ and the mean distance of $k_{n, n}$ which is $\mu\left(k_{n, n}\right)=\frac{3 n-1}{2 n-1}$.

As a special case of $k_{n, m}$. Moreover, we study some graphical properties of $k_{n, m}$.
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## CHAPTER ONE

## INTRODUCTION

A complete bipartite graph is a type of bipartite graph in which all vertices in one set are connected to all vertices in the other set. This is represented by $K m, n$. where m and n are the number of vertices in two different sets.

A complete bipartite graph has several properties, including maximal matching of $\operatorname{size} \min (m, n)$, and the adjacency matrix of a complete bipartite graph has eigenvalues $\sqrt{ } m n,-\sqrt{ } m n$, and 0 . Also, all complete bipartite graphs are modular graphs. Commonly used full bipartite graphs include utility graphs, claws, and star graphs. Complete bipartite graphs have many applications in real-world scenarios and play an important role in the Foucault pendulum (Yao et al., 2022).

A bipartite graph is a graph type whose vertices are split into two disjoint sets such that no two adjacent vertices are in the same set. This means that if you split your vertices into two sets (say set A and set B), all edges will run between vertices in set $A$ and vertices in set $B$, but not between vertices within each set. means Bipartite graphs are useful in a variety of applications, such as: B. To model relationships between two different types of objects, or to identify potential matches between members of two different groups. (Shang, 2015)

Bipartite graphs are especially useful in computer science where they can be used to model a variety of real-world problems such as social networks and recommender systems. (Yao et al., 2022) For example, a social network analysis application can consider users as Group A and topics or groups of interest as Group B. Benefit from it

It is also used in scheduling problems where jobs need to be assigned to workers based on certain constraints.

Moreover, bipartite graphs are important in the field of mathematics as they serve as a fundamental concept in graph theory and are used to prove various theorems and statements. Overall, bipartite graphs have a wide range of practical and theoretical applications and are important tools in several research areas. A bipartite graph is a type of graph whose vertices are split into two disjoint sets that have many real-world applications in computer science, planning problems, and graph theory. (Parker et al., 2021)

## CHAPTER TWO

## Literature Review

Definition 2.1:(Behzad \& Chartrand, 1979) A graphs $G$ is a finite non empty set of objects called vertices (the singular word is vertex) together with a (Possibly empty) set of un order pairs of distinct vertices of $G$ called edges.

Definition 2.2: (Behzad \& Chartrand, 1979) The cardinality or the number of the vertex set of a graph $G$ is called the order of $G$, denoted by $p(G)$ or simply $p$.

Definition 2.3: (Behzad \& Chartrand, 1979) The cardinality or the number of the edge set of a graph $G$ is called the size of $G$, is denoted by $q(G)$ or simply $q$.

Definition 2.4: (Ping Zhang, L. L. 2015) in graph theory, the distance between two vertices of a graph $G$ is defined as the length of the shortest path between those vertices. The length of a path is the number of edges in the path, so the distance between two vertices is the minimum number of edges that must be traversed to get from one vertex to the other

Definition 2.5: (P. Dankelmann, 1997) Let $G$ be a connected graph, and $v \in$ $V(G)$, the transmission of $v$ is denoted by $\sigma(v)$ and defined by $\sigma(v)=$ $\sum_{u \in V(G)} d(u, v)$.

Definition 2.7: (P. Dankelmann, 1997) Let $G$ be a connected graph, then the transmission of a graph $G$ is denoted by $\sigma(G)$ and defined by $\sigma(G)=$ $\sum_{v \in V(G)} \sigma(v)$.

Definition 2.8: (P. Dankelmann, 1997) Let $G$ be a connected graph, then the mean distance (average distance) of $G$ is denoted by $\mu(G)$ and defined by $\mu(G)=\frac{\sigma(G)}{p(p-1)}$,where $p$ is the order of $G$.That is, The average distance of a graph $G$ is the average value of the distance between all pairs of vertices in $G$.

## CHAPTER THREE

## THE AVERAGE DISTANCE OF THE COMPLETE BIPARTITE GRAPH

Definition 3.1: (Wayne,G\&Ortrud,R. 2010) A graph $G$ is a complete bipartite graph if $V(G)$ can be partitioned into two sets $U$ and $W$ (called partite sets again) so that $u w$ is an edge of $G$ if and only if $u 2 U$ and $w 2 W$. If $j U j=s$ and $j W j=$ $t$, then this complete bipartite graph has order $s+t$ and size st and is denoted by $K s ; t$ (or $K t ; s)$. The complete bipartite graph $K 1 ; t$ is called a star. The complete bipartite graphs $K 1 ; 3, K 2 ; 2, K 2 ; 3$ and $K 3 ; 3$ are shown in Figure 1.17. Observe that $K 2 ; 2=C 4$. The star $K 1 ; 3$ is sometimes referred to as a claw.


Figure 3.1 Complete Bipartite Graph

The mean distance of the complete bipartite graph $K n, m$ is $\mu\left(k_{n, m}\right)=\frac{2 n(n-1)+2 m(m-1)+2 n m}{(n+m)(n+m-1)}$ for $n, m>1$


Figure 3.1 Complete Bipartite Graph Kn,m

## Proof:

$$
\begin{gathered}
\sigma\left(v_{1}\right)=\sum_{i=1}^{n} d\left(v_{1}, v_{n}\right)+\sum_{i=1}^{m} d\left(v_{1}, u_{m}\right) \\
\sum_{i=1}^{n} d\left(v_{1}, v_{n}\right)=2+\underbrace{2+2+\ldots \ldots+2}_{n-1 \text { times }}=2(n-1) \\
\sum_{i=1}^{m} d\left(v_{1}, u_{m}\right)=1 \underbrace{1+1+1+\cdots \ldots+1}_{m \text { times }}=\mathrm{m} \\
\sigma\left(v_{1}\right)=\sum_{i=1}^{n} d\left(v_{1}, v_{n}\right)+\sum_{i=1}^{m} d\left(v_{1}, u_{m}\right) \\
=2(n-1)+m
\end{gathered}
$$

$$
\sigma\left(v_{2}\right)=\sum_{i=1}^{n} d\left(v_{2}, v_{n}\right)+\sum_{i=1}^{m} d\left(v_{2}, u_{m}\right)
$$

$$
\sum_{i=1}^{n} d\left(v_{2}, v_{n}\right)=2+\underbrace{2+\ldots \ldots+2}_{n-1 \text { times }}=2(n-1)
$$

$$
\sum_{i=1}^{m} d\left(v_{2}, u_{m}\right)=1 \underbrace{1+1+\ldots \ldots .}_{m \text { timec }}+1=m
$$

$m$ times

$$
\left.\sum_{i=1}^{n} d\left(u_{1}, u_{m}\right)\right)=1+1 \underbrace{1+\ldots \ldots+1}_{n \text { times }}=\mathrm{n}
$$

$$
\begin{aligned}
& \sigma\left(v_{2}\right)=\sum_{i=1}^{n} d\left(v_{2}, v_{n}\right)+\sum_{i=1}^{m} d\left(v_{2}, u_{m}\right) \\
& =2(\mathrm{n}-1)+\mathrm{m} \\
& \sigma\left(v_{3}\right)=\sum_{i=1}^{n} d\left(v_{3}, v_{n}\right)+\sum_{i=1}^{m} d\left(v_{3}, u_{m}\right) \\
& \sum_{i=1}^{n} d\left(v_{3}, v_{n}\right)=2+2+\underbrace{2+\ldots \ldots+2}_{n-1 \text { times }}=2(n-1) \\
& \sum_{i=1}^{m} d\left(v_{3}, u_{m}\right)=1+\underbrace{1+1+\ldots \ldots .+1}_{m \text { times }}=m \\
& \sigma\left(v_{3}\right)=\sum_{i=1}^{n} d\left(v_{3}, v_{n}\right)+\sum_{i=1}^{m} d\left(v_{3}, u_{m}\right) \\
& =2(n-1)+m=\sigma(V 4)=\sigma(V 5)=\ldots \ldots=\sigma(V n) \\
& \sigma\left(u_{1}\right)=\sum_{i=1}^{m} d\left(u_{1}, u_{m}\right)+\sum_{i=1}^{n} d\left(u_{1}, v_{n}\right) \\
& \sum_{i=1}^{m} d\left(u_{1}, u_{m}\right)=2+2+\underbrace{2+\ldots \ldots+2}_{m-1 \text { times }}=2(m-1) \\
& m \text {-1 times }
\end{aligned}
$$

$$
\begin{gathered}
\sigma\left(u_{1}\right)=\sum_{i=1}^{m} d\left(u_{1}, u_{m}\right)+\sum_{i=1}^{n} d\left(u_{1}, v_{n}\right) \\
=2(m-1)+n \\
\sigma\left(u_{2}\right)=\sum_{i=1}^{m} d\left(u_{2}, u_{m}\right)+\sum_{i=1}^{n} d\left(u_{2}, v_{n}\right) \\
\sum_{i=1}^{m} d\left(u_{2}, u_{m}\right)=2+\underbrace{2+\ldots . .+2}_{m-1 \text { times }}=2(\mathrm{~m}-1)
\end{gathered}
$$

$$
\begin{gathered}
\sum_{i=1}^{n} d\left(u_{2}, v_{n}\right)=1+\underbrace{1+\ldots . .+1}_{n \text { times }}=\mathrm{n} \\
\sigma\left(u_{2}\right)=\sum_{i=1}^{m} d\left(u_{2}, u_{m}\right)+\sum_{i=1}^{n} d\left(u_{2}, v_{n}\right) \\
=2(m-1)+n \\
\sigma\left(u_{3}\right)=\sum_{i=1}^{m} d\left(u_{3}, u_{m}\right)+\sum_{i=1}^{n} d\left(u_{3}, v_{n}\right) \\
\sum_{i=1}^{m} d\left(u_{3}, u_{m}\right)=2+2+\underbrace{2+\ldots \ldots+2}_{m-1 \text { times }}=2(\mathrm{~m}-1)
\end{gathered}
$$

$$
\sum_{i=1}^{n} d\left(u_{3}, v_{n}\right)=1+1+\underbrace{1+\ldots . . .+1}_{n \text { times }}=\mathrm{n}
$$

$$
\sigma\left(u_{3}\right)=\sum_{i=1}^{m} d\left(u_{3}, u_{m}\right)+\sum_{i=1}^{n} d\left(u_{3}, v_{n}\right)
$$

$$
\sigma\left(u_{3}\right)=2(m-1)+n=\sigma\left(u_{4}\right)=\sigma\left(u_{5}\right)=\ldots \ldots \ldots \ldots=\sigma\left(u_{n}\right)
$$

$$
\begin{gathered}
\mu\left(k_{m, n}\right)=\sum_{i=1}^{n} \sigma\left(v_{i}\right)+\sum_{i=1}^{m} \sigma\left(u_{i}\right) \\
= \\
n[2(n-1)+m]+m[2(m-1)+n] \\
=2 n(n-1)+2 m(m-1)+2 n m \\
\\
\mu\left(k_{m, n}\right)=\frac{\sigma\left(k_{m, n}\right)}{(n+m)(n+m-1)} \\
= \\
\frac{2 n(n-1)+2 m(m-1)+2 n m}{(n+m)(n+m-1)}
\end{gathered}
$$

Remark 3.2: the mean distance of the complete bipartite graph $k_{n, n}$ is:

$$
\mu\left(k_{n, n}\right)=\frac{3 n-1}{2 n-1}
$$

Proof: set $m=n$ in theorem we obtain that

$$
\begin{aligned}
\mu\left(k_{n, n}\right)= & \frac{2 n(n-1)+2 n(n-1)+2 n^{2}}{2 n(2 n-1)} \\
= & \frac{4 n(n-1)+2 n^{2}}{2 n(2 n-1)} \\
& =\frac{2(n-1)+n}{2 n-1}
\end{aligned}
$$

$$
=\frac{3 n-1}{2 n-1}
$$

Example 3.3: The mean distance of the complete bipartite graph $k 2,5$ can be found as follows


$$
\mu(k 2,5)
$$

$$
\begin{gathered}
\sigma\left(v_{1}\right)=\sum_{i=1}^{2} d\left(v_{1}, v_{i}\right)+\sum_{i=1}^{5} d\left(v_{1}, u_{i}\right) \\
\sum_{i=1}^{2} d\left(v_{1}, v_{2}\right)=2 \\
\sum_{i=1}^{5} d\left(v_{1}, u_{i}\right)=1+1+1+1+1 \\
\sigma\left(v_{1}\right)=\sum_{i=1}^{2} d\left(v_{1}, v_{i}\right)+\sum_{i=1}^{5} d\left(v_{1}, u_{i}\right)=2+5=7 \\
\sigma\left(v_{1}\right)=\sum_{i=1}^{2} d\left(v_{2}, v_{i}\right)+\sum_{i=1}^{5} d\left(v_{2}, u_{i}\right)
\end{gathered}
$$

$$
\begin{gathered}
\sum_{i=1}^{2} d\left(v_{2}, v_{i}\right)=2 \\
\sum_{i=1}^{5} d\left(v_{2}, u_{i}\right)=1+1+1+1+1=5 \\
\sum_{i=1}^{2} d\left(v_{2}, v_{i}\right)+\sum_{i=1}^{5} d\left(v_{2}, u_{i}\right)=2+5=7 \\
\sigma\left(u_{1}\right)=\sum_{i=1}^{5} d\left(u_{1}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{1}, v_{i}\right) \\
\sum_{i=1}^{5} d\left(u_{1}, u_{i}\right)=2+2+2+2=8 \\
\sum_{i=1}^{2} d\left(u_{1}, v_{i}\right)=1+1=2 \\
\sigma\left(u_{1}\right)=\sum_{i=1}^{5} d\left(u_{2}, u_{i}\right)+\sum_{i=1}^{5} d\left(u_{2}, v_{i}\right)=8+2=10 \\
\sum_{i=1}^{5} d\left(u_{1}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{2}, u_{i}\right)=2+2+2+2=8 \\
\sigma\left(u_{2}\right)=\sum_{i=1}^{5} d\left(u_{2}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{2}, v_{i}\right)=8+2=10 \\
\left.\sum_{i}\right)=1+1=2 \\
\sum_{i}
\end{gathered}
$$

$$
\begin{aligned}
& \sigma\left(u_{3}\right)=\sum_{i=1}^{5} d\left(u_{3}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{3}, v_{i}\right) \\
& \sum_{i=1}^{5} d\left(u_{3}, u_{i}\right)=2+2+2+2=8 \\
& \sum_{i=1}^{2} d\left(u_{3}, v_{i}\right)=1+1=2 \\
& \sigma\left(u_{3}\right)=\sum_{i=1}^{5} d\left(u_{3}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{3}, v_{i}\right)=8+2=10 \\
& \sigma\left(u_{4}\right)=\sum_{i=1}^{5} d\left(u_{4}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{4}, v_{i}\right) \\
& \sum_{i=1}^{5} d\left(u_{4}, u_{i}\right)=2+2+2+2=8 \\
& \sum_{i=1}^{2} d\left(u_{4}, v_{i}\right)=1+1=2 \\
& \sigma\left(u_{4}\right)=\sum_{i=1}^{5} d\left(u_{4}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{4}, v_{i}\right)=8+2=10 \\
& \sigma\left(u_{5}\right)=\sum_{i=1}^{5} d\left(u_{5}, u_{i}\right)+\sum_{i=1}^{2} d\left(u_{5}, v_{i}\right)=8+2=10 \\
& \sigma\left(k_{2,5}\right)=\sum_{i=1}^{2} \sigma\left(v_{i}\right)+\sum_{i=1}^{5} \sigma\left(u_{1}\right)
\end{aligned}
$$

$$
\begin{gathered}
\sum_{i=1}^{2} \sigma\left(v_{1}\right)=7+7=14 \\
\sum_{i=1}^{5} \sigma\left(u_{i}\right)=10+10+10+10+10=50 \\
\sigma\left(k_{2,5}\right)=\sum_{i=1}^{2} \sigma\left(v_{i}\right)+\sum_{i=1}^{5} \sigma\left(u_{i}\right)=14+50=64 \\
\mu\left(k_{2,5}\right)=\frac{\sigma\left(k_{2,5}\right)}{p(p-1)} \\
\frac{64}{7(6)}=\frac{64}{42}=\frac{32}{21}
\end{gathered}
$$
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## بیوخته

لـه كار ددا تنّكر ای دوورى گر افى تاييهت بهناوى ( complete bipartite graph ) و اته گر افى

$$
\frac{2 n(n-1)+2 m(m-1)+2 n m}{(n+m)(n+m-1)}=\mu\left(k_{n, m)}\right. \text { دووبـشكر اوى تـهو او دهدوزينهوه كه دهكاته }
$$



$$
\text { دمكاته } \frac{3 n-1}{2 n-1}=\mu\left(k_{n, n}\right)
$$

