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ations for a particular
me and usually the unit of
e series by (Z,).

on of observations of well-defined
ough repeated measurements over
measuring the value of retail sales each
ar would comprise a time series.



Time series are classified to:

ries : the series that are
Ing her observations of the time
seen the value of the series in every
time (such as temperature , price ... etc)

e time series : are those time series that
e the observations of the phenomenon at the
points of previous time of equal periods and may
be an hour or a moment or year ... etc (such as rain
, when is measured daily )



Time series consist of four
components

Trend Cyclical ||| Irregular

|
component




es and the
e value of the
opulation growth

hen decreasing the value
€, such as the time series of
ase of small pox in Irag.




Upward trend




Down ward trend Time

Up ward non-linear trend Time




Seasonal change:

S fixed such
nows change
er in a given year




Cyclical Change :

/cles and may increase the
2 phenomenon back to her first
solar eclipse.

Irregular Change :

ges that occur due to reason for an
ected emergency random, such as earthquakes ,
ars and revolutions as the cause of such changes
urbulent movement and irregular in their direction
disappear after a short period of time and return the
series to the movement of regular shall and take as a
new direction.




e series In expressed as the
d irregular components.
onal * Cyclical *Irregular
t ¥ Spx Cp x




/ be due to

Owing mathematical methods.

ving averages.
minimum least squares.




method of measuring trend.

a must be plotted on the graph
ontal axis and values on the vertical
curve which will show the direction of
fitting a trend line the following important
d be noted to get a perfect trend line.

IS method the data Is denoted on graph paper . We take
“Time “ on X-axis and "data" on Y-axis . On graph there will
pe a point for every point of time . We make a smooth hand
curve with the help of this plotted points .
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ata by using

Profit
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Solution

Trend Line

——Profit ('000)

1989 1990 1991 1992 1993 1994 1995 1996

14



Method of semi average

In this method the given data in divided into two parts in the
sequence data we have even in this case the in divided into two
parts, but If the data sequence 3,5,7,9, ... , etc (it means that
odd) In this case the data to divided in two equal parts with
neglect the number in the middle.
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by using semi

17






8

9 2003 621
10 2004 693
11 2005 660

Y, = 645

by using semi
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tand as compare to other methods

method will get the same result.

thod assumes a straight line relationship between the
point without considering the fact whether that relationship

2- If we have more data to the original data then we have to do the
complete process again for the new data to get the trend value and
the trend line also changes.
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s of fitting a mathematical
est in the sense that the sum
ations from it 1S minimized.

ely in practice .When this method is
IS fitted to data in such a manner that the
nditions are satisfied :

deviations of the actual values of Y and computed
fY (Yc) Is zero:
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e t denotes time period
have the values of two
ar eguation.

stimate model) (Trend equation)

24



quired:

* Find trend equation (estimation model) by use least square
method (LSD).

» Draw trend line by use estimate model.

» Find Mean Square Error (MSE). 25
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— (—-1.036)(4) = 12.144
$ = 12.144 — 1.036 ¢

27



1.228

7.398

8.769

8.785

4.293

3.858

43.046
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Z
@

Year

=

1991

1992

1993

1994

1995

1996

N ajf~{wiNd| A&~

1997

1998

IO |WIN|—

1999

—
o

2000

Required:

1- Find trend equation (estimation model) by use least square
method (LSD).

2- Draw trend line by use estimate model.
3- Find Mean Square Error (MSE).



n of two years.

No. of people (MA)

9]

180 -
2 500 -
3 420 340
4 320 460
5 191 370
6 2003 601 255.5
7 2004 860 396
8 2005 750 730
9 2006 860 + 750 _ - 305
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MA 3

200

135

195

197

310

175

155

OINO|A|IBR|IWIN|=

130

o

220

10 277

11 235

12 ?

equired: : Estimate the number of sales during the 12 by

using moving average method on the duration (3) months and (5)
months.



od:
end (§ = & + S,;) to

32



* Requirement:

1- Find trend equation (estimation model) by use semi average
method (LSD).

of the average

No. Year yi
1 1955 4
2 1956 8
3 1957 9
4 1958 10
5 1959 12
6 1960 12
7 1961 13
8 1962 15
9 1963 12
10 1964 13
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957+ 1958 + 1959

c 1957
961 + 1962 + 1963 + 1964
c = 1962

13— 86 44
— —=10.88
1962 — 1957 5

a — :)_71 ) Bﬁl
— 8.6 — (0.88)(1957)
=-1713.5

y = —1713.5 + 0.88n; the trend equation
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the assumption
data file represent
en at equally spaced

s of time series analysis:

nature of the phenomenon represented by the
servations.

sting (predicting future values of the time series variable).

e series analysis It is assumed that the data consist of a

ematic pattern (usually a set of identifiable components) and

random noise (error) which usually makes the pattern difficult to

identify.

. Most time series patterns can be described in terms of two basic
classes of components: trend and seasonality.
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thed statistic S,

if kisodd

if kiseven

oice of an integer k > 7is arbitrary, and we
t = == if kis odd (or t=k/Zif kis even)

Ing one to /for each step when we find the values of {S}}.



actual demand

r month moving

Month 6 7 8 9 10
125 140 137 143 126
Demand
Month 14 15 16 17 18 19 20
136 132 124 137 128 134 145 | 146
Demand

= for exampleto find S,
2
1 1 1
42 52 X3 =75 [X3+X; + X;] = 5 [134 + 143 + 144] = 140.33
n=0

Using the same procedure to find the rest values of the three and
four (centred) months moving average.
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133.25

134.75

132.75

132.25

130.25

130.75

136

138.25

centred

w
co



2 t- Center

o t-mMa

L
= |nterpolation Line
| terpolation Line
= Interpolation Line

) =

=

[y =

T
5]

T T 1
8 92 101

1 1 1 1 1T 1T T T 1
1121314 1516 17 18 19 20 21
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d for smoothing a raw time
a weighted moving average by
weighting factors provide that the
ual one and then using these weights to
moothed statistics {S;} as described in SMA
er product each value { X; } by its weight . In
ce the weighting factors are often chosen to give more
eight to the most recent terms in the time series and less
weight to older data.
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d the weighted three month
3 and 0.5.

Ind S, and Sg:
+ 0.3 x 1434+ 0.5+ 144 = 141.7

143 + 0.3 %144+ 0.5+ 130 = 136.8

ce the table below shows all values of the weighted three

t - St ‘ Xt St

1 134 11 132 134.3
2 143 141.7 12 139 136.1
3 144 136.8 13 136 134.6
4 130 135.3 14 132 128.8
5 135 129 15 124 132.1
6 125 134.5 16 137 129.9
7 140 135.5 17 128 132.8
8 137 140.6 18 134 138.3
9 143 133.3 19 145 134.3 41
10 126 132.4 20 146




O t-st
O - Xt
Interpolation Line
Interpolation Line

T T T 1 T T I I | T T
g 9 10 11 12 13 14 15 16 17 18 19 20
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thumb technique for
for recursively applying as
ponential window functions.

en represented by {Xt} beginning at
t of the exponential smoothing algorithm
n as {St}, which may be regarded as a best
t the next value of X will be. When the sequence of
S begins at time t = 0, the simplest form of exponential
Ing IS given by the following:

S: =X, ortheaverage of X,
St= aXt_l + (1 N Cl)St_l ; t > O
Where a Is the smoothing factor, and 0 < a < 1.
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.3 and o = 0.8 as follow:
S; =03%134+ 0.7 *135.5 = 135.05

8)*S; =08%x134+ 0.2* 135.5 = 134.30
nd all rest values as shown in table below :

ata given in Ex-2-6,
o= 0.3 and a=0.8.

S, S,

a=0.3 a=0.8 ! " a=03 a=0.8

135.5 1355 11 132 134.25 129.16

135.05 134.3 12 139 133.58 131.43

3 137.44 141.26 13 136 1352 137.49
4 139.4 143.45 14 132 135.44 136.3
5 135 136.58 132.69 15 124 134.41 132.86
6 125 136.11 134.54 16 137 131.29 125.77
7 140 132.78 126.91 17 128 133 134.75
8 137 134.94 137.38 18 134 1315 129.35
9 143 135.56 137.08 19 145 132.25 133.07
10 126 137.79 141.82 20 146 136.08 142.61
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145.00—

140 .00

135 .00

130.00—

125.00—

120.00-

@ t-sta
» t-stB
L

=— Interpolation Line
m— |terpolation Line
= Interpolation Line

1
8 9 1
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ta collected at regular intervals.
epeat over known, fixed periods of
IS considered to be seasonality, seasonal
ation, or periodic fluctuations. This variation
ar or semi-regular. Seasonality may be caused by
, such as weather, vacation, and holidays and usually
periodic, repetitive, and generally regular and predictable
S In the levels of a time series.

Seasonality can repeat on a weekly, monthly or quarterly basis,
these periods of time are structured and occur in a length of time
less than a year. Seasonal fluctuations Iin a time series can be
contrasted with cyclical patterns.
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used to detect
ow seasonality.
t 1s a specialized technique for showing

ots can be used as an alternative to the seasonal
ot to detect seasonality

correlation plot (ACF) can help identify seasonality.
onal Index measures how much the average for a particular
period tends to be above (or below) the expected value

e data from each season overlapped .
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Seasonal plot: usmelec

05t

052

Apr May Jun  Jul Awug oOct MNov

Jan Feb Mar

Maonth

seasonality plot of US Electricity Usage
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rms of an index, called
erage that can be used to
on relative to what 1t would be
nal variation . An Index value iIs
riod of the time series within a year.
methods use seasonal Indices to measure
lations of a time series data.

od of simple averages.

atio to trend method

Ratio-to-moving average method

- Link relatives method

49



sonal variations consists In
determining that part of the
of the twelve months of year . The
se In a given year Is considered
ght occur next year .

ate the arithmetic average per month ( or quarter )
gdom Influences were eliminated among the years .

Step-1I- To find out the effect of seasonality therefore will
Iminate the trend. The trend calculated by the method of least

squares . Monthly ( or quarterly ) averages are needed over several
years .

50



es — over two years .
calculate the index (

Aug

Sep

Oct

Nov

Dec

480

590

750

860

900

900

850

660

730

860

970

980

950

870

2 previous three years before the given two years
80, 540.
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sol.

months | Year| | Yearll | average | Trend | Average - Trend | Seasonality
Jan. 560 | 780 670 0 670 97.5
Feb. 500 | 720 610 5 605 88.1
Mar. 450 | 670 560 10 550 80.1
Apr. 420 | 660 540 15 525 76.4
May 420 | 630 525 20 505 73.5
Jun. 480 | 660 570 25 545 79.3
Jul. 590 | 730 660 30 630 91.7
Aug. 750 | 860 805 35 770 112.1
Sep. 860 | 970 915 40 875 127.4
Oct. 900 | 980 940 45 895 130.3
Nov. 900 | 950 925 50 875 127.4
Dec. 850 | 870 860 55 805 117.2
Total 7680 | 9480 8250 1200
Average | 640 | 790 687 100
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The least square method to find the increasing in the trend :

a

yeal X |Y XY X°

| |-2 | 520 |-1040 | 4

Il -1 | 580 |- 580 | 1

ly 0 | 540 0| 0

V| 1| 640 640 | 1

Vi 2| 790 | 1580 | 4

Total | 0 (3070 | 600 |10
Y 3070 2. XY 600

=—=—=0614 ; b= = =

n 5 > X% 10

60



y=614 + 60x

end , on average of the 12
will be . There is an increasing

Index ( coefficient ) seasonality , each
n ( average — trend ) are divided at the
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on by using the ratio-to-
IndeXx to measure the degree of
eries. The index Is based on a mean
asonality measured by variations away
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arterly) moving averages

value of the time-series as a

nding centred moving average values

other words, in a multiplicative time-

et(Original data values)/(Trend values) *100

T*C)*100 = (S*I) *100. This implies that the

oving average represents the seasonal and irregular

nents.

range these percentages according to months or quarter of

given years. Find the averages over all months or quarters of the

given years.

4, If the sum of these indices Is not 1200(or 400 for quarterly
figures), multiply then by a correction factor = 1200/ (sum of
monthly indices). Otherwise, the 12 monthly averages will be
considered as seasonal indices.
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-moving
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year |Quarter|Y MA[4) | MA[2) [T] | (Y¥/[T])*100%
1996 1 75
2 60
b2
3 5q 63.375 85.21
64.75
4 | 59 65.375 90.25
bbb
1997 1| 86 67.125 128.12
68.25
2 | 65 70.875 91.71
f3.5
3 63 74 85.13
74.5
4 B0 F5.375 106.14
76.25
10498 1 a0 f6.625 117.45
77
2 72 F7.625 92.75
78.25
3 b Fo.5 83.02
80.75
4 85 £81.5 104.29
52,25
1999 1 |100 83 120.48
83.75
2| 78 84.75 92.03
85.75
3| 72
4 a3
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Calculation of seasonal index

Quarter

Year 1 2 3 4
1996 e mm= 85.21 | 90.25
1997 128.12 | 91.71 85.13 | 106.14
1998 117.45| 92.75 53.02 | 104.29
1995 120.48 | 52.04 - meun
Total 366.05 | 276.50 | 253.36 | 300.68
Seasonal Average 122.01 | 92.16 £4.45 | 100.23
Adjusted Seasonal Average |122.36| 9243 | 84.69 | 100.52

Now the total of seasonal averages is 398.85. Therefore the corresponding
correction factor would be 400/398.85 = 1.00288. Each seasonal average is
multiplied by the correction factor 1.00288 to get the adjusted seasonal indices as

shown in the ahove table. H
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This method is slightly more complicated and uses deé
more completely than other methods. This methoc
known as Pearson’s method. This method cons
following steps.

1. The link relatives for eac
by using the below forr

link relative for an

period for &




3. Convert the average link relatives into chain
relatives on the basis of the first season. Chain
relative for any period can be obtained by:

any link relative for that period * chain relative for pre
100

the chain relative for the first perio
to be 100.

4. Now the adjusted chain relatives ar
correction factor ‘kd’ from (k+1)t

5. Finally calculate t
relatives and con
percentages o
seasonal |



Ex.-3-3 : Apply the method of link relatives to
following data and calculate seasonal Indices




Quarter

| Il 1] IV
2003 --- 1 108.3 |120.0 |111.5
2004 62.1 |146.3 |106.3 | 86.9
2005 93.2 | 956 |143.1 | 68.8
2006 1125 | 80.6 |129.3 |113.3
2007 77.6 |110.6 |109.6 | 88.8
Average 86.35|108.28 | 121.66 | 93.86
Chain relatives 100 |108.28 | 131.73|123.64
Corrected chain relatives | 100 | 106.59 | 128.35|118.57
Seasonal indices 88.20 | 94.01|113.21|104.58
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The calculations in the above table are explained as belov

2" 100 = 108.3 7.8 100 = 120 ?
6 " 6.5 * 7.8

Chain relatives’ row:

100’ 108.28x100 — 108.28 :

100
= 123.64

Chain relative of the firs

Chain relative of

86.35%x123.64
100

64



Corrected chain relative 1s: 100; 108.28 — 1.69 = 10€
2*1.69=128.35; 123.64 — 3*1.69 = 118.57

Average of corrected chain relatives =
= 113.38

Seasonal variation index are

65



A stationary process has the

variance and autocorre
over time.
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1. Strict stationary or strong stationary process:

Time series Zt i1s strict stationary If Its [

function does not depend on time 1.e pc
, Z.+¢) does not dependent on K.

*+ E(2) does not dependent on t.

¢ Var(z) does not dependent

% Cov(z, , z;, 1) depen

2.\Weakly statio
“» E(2) does

67



Non-stationary time series:

IS the time series properties that ch
may not be stationary aroun
variance or both.

A/l Non-stationary tim
this series non
dependent up
difference

68



Az, =z, — 7 4

=(1-p) z
B = back shiftoperator

A%z, =A(Az,)

=A(Zy — Z¢-4)

= AZt a8 Azt_l

69



Ex// discuss the stationary of

Z; = Oy + a1t+ a;
Where a,; are uncorrelated random variable with mean
Solution:
E(z;)) =ay+ aE(t) + E(a;)
=ag+au; +0
E(z,) = p;

It is not stationary because is dep

70



Non-stationary time series around variance:

If the series non-stationary around Varie
transformation method such that:

1. Square root transformation.

2. Log transformation.

3. Reciprocal Transform
4. Standard deviati

71



Ex// Discuss the stationary of

Zi=a+a;+az+-+a =i 0

Where (a;) is a sequence of uncorrelated random variab

Solution:

72



_ L
Wt—ﬁzt

E(Wt)=E (%: z,)

1
:\/_;E(Zt)

1
:%E(cq + a, + as + ot

1
== (0)

It is stationary ara

73



Autocorrelation function (correlogram) :

An important guide to the persistence in a time Series IS given oy
the series of quantities called the sample autocorrelati
coefficients, which measure the correlation between observe
different times.

=1 (Ye = Y1) (Yes1 — Y2))

N Y =V y) I, (Ve - Yi2)

where ( Y1) is the mean of th
mean of the last N-1 obser

The quantity ry, Is calle
plot of the autocor

74



=1 (Ve = V)V = Y)
f:l(yt - Y)Z

een Yt and its value Yi7+k separated by k
s called the autocovariance at lag Aand is defined

Vi = cov(Yy, Vi) = E[(Vy — o) (Vg — )]

us , the autocorrelation at lag k is :
_ Y
Yo

r, =

P

This implies that:py=1

75



Where ck_ NEY,-V)Ye,-Y)  , k=012 K

Is the estimate of the autocovariance yy.
and Y isthe mean of the time series.
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64
23
71
38
64
95
41
59
48

510

-52
-364
-560
-260
-169
52

169
784
400
169
169
16
100
64
9
1896

om a batch chemical
atch data :

-
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The above calculation |
practice to obtair
function ,




Let r(x,y|z) = corr(x,y|z) denote the partial cc
coefficient between x and y, adjusted fo
held constant).

Denote: ¢2 = corr(xt , xt+2[xt+

¢@ 3 = corr(xt , Xt+3|xt+1 , xt+
¢ k =corr(xt , xt+Kk|xt+1

= partial autocorrelatic
* (PACF): {01, ¢
@1 = corr(Xt

79



Applying this here, using X = Xt, y = Xt+2 , z= Xt+l , 92
= corr(xt , xt+2|xt+1) = r(x,y|z) , along with pl= r(X,z)
and p2 =r(x,y) , yields:

calculated as follows:

_1P1 P2l _
QP = 1 P1

p1 1



In general, ¢k IS given as
Involving pq{,P2 ,.-er  Pr
autocorrelation coefficier
but with the pk reple

81



11y 0.30-(<0.39)

T - (039

utocorrelation form

=(.17
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The random model which using in the time series.
Autoregressive Moving Averages (ARMA)
Backshift notation.

The backward shift operator B Is a useful notational
device when working with time series lags:

Some references use L for “lag” instead of B for
“backshift”.) In other words, B, operating on Zt , has
the effect of shifting the data back one period. Two
applications of B to Zt shifts the data back two periods:

B(BZ,)= B*Z,=Z, — 2



4-1 Autoregressive model AR(p,

Consider the first order autoregressive model, defined
below:AR(1)- Markov process:

Z=Qo*+ Z;_ 101Uy
with ut ~ WN(0, 62) and | 94| < 1.

Note that the AR(1) process reduces to white noise in the special
case that . we assume that the process Is stationary, such that
among others E(Zt) = E(Zt-1) and var(Zt) = var(Zt—1) and use
this to derive the expectation and variance of the process together
with its first order autocorrelation coefficient.



4-1 Autoregressive moadel AR(p,
Zy = 01Z; 1 + D22, 5 + 0324 3+ -+ 0pZ;_, + U
u, ~ N (0,8%)
We cF 1w ‘te this model by use back-shift operator.

Z; = (012;1 + 022;_ 5 + 032 3+ -+ + Q)pzt—p) T U,

Zy — D124 — D243 — 03243 — *++ — @pzt—p = Uy
z,(1 =018 — B, 8% — @333 — St @pﬁp) = Uy
Let (1 — 0,8 — B,B8% — 03B° — -+ — @pﬁp) = 0P

D(B)z; = u,



Markov model AR(1)

Discuss the stationary of Markov model AR(1):
1+ u, u,~N(0,8%)
E(z,) = E(012,_4) + E(u,)
pz = D1z +0
Pz — D1z =0
pz(1—04) =0

S O S
2= a=o) ~

It i< <tationarvy arniind Mmean

0

86



t—1) + Var(u,)

It IS stationary around variance

-1<0<1

87



Auto covariance function and Auto correlation function

Z; = 012,41 +u;, We will multiply by z,,,;
Zy¥Zypg = D1Zpq ¥ Zygg + U * Zyyy,
E(z; * Zgyp) = E(D12¢—1 * Zgyp) + E(Ug * Zyyp)
Cov(z,* Z¢1p) = D1€0V(Z4—1 * Zy i) +0
Auto correlation function for AR(1)
{Vk=D1Yk-1 } ~ Yo
Pr = P1Pk-1
Y = covariance

Yo = variance



Moving Average model MA(Q):

erage model Is a common approach for
time series. The notation MA(Q)

the moving average model of order g, then

g)-process Is:

A moving average is commonly used with data
to smooth out short-term fluctuations and highlight
longer-term trends or cycles.

Y =0 +u, —0qu;,_4 — 0u_, —--—0ju,_g
Where ut ~ WN(0, 62) are _error terms and
09,04, ..., 04 are the parameters of the model .

This can be written of the B as:
Y, =60+ (1-6,B—06,B>—--— 0, BY)u,


https://en.wikipedia.org/wiki/Univariate
https://en.wikipedia.org/wiki/Time_series
https://en.wikipedia.org/wiki/White_noise
https://en.wikipedia.org/wiki/Backshift_operator

by use back shift operator
Y, =(1-06,B)u,
let (1 -6,B) = 6B
Y, = 0fu,
Auto covariance for MA(1)
(Y =u; — 011} Yy
YV =uYiir — 01U 1Yok

E(YY k) =EUYeig) — 01 Eue_1Ypip)

Yk = Yuzk) — 01Yuz(-k)



ean, Vvariance, covariance and
of generality, that 8y = 0 ; then MA(Z2)

Yy =uy—01u1 — 0u;
combination of a zero mean white noise, then:
i —0qu;_ 1 — 0u;_») =0 =mean
riance of Y; is: yo = var(Y,) =var(u;, — 0qu;,_y — 0,u;_»)
+ 07 + 65)a>
It is easy to calculate the covariance_of Y, and Y, . We get:
Yi= cov(Y Yy ) = E(Y,Y, )
= E[(u; — 01u;_1 — O2u;_3). (Wi — O1Upyp1 — O2Upy g 2)]

Y = (1 + 6% + 05)0? for k=0,
= (-0, +64 0,)d? for k =41,
= —0, ¢* for k=#2

=0 for /k/ > 2,



d on lag, but not on time.
relation function:

for k=42,
for (k> 2



utoregressive Moving Average (ARMA) model :
essive moving average process
ARMA(p, 9), If




Ex.6-4: The process {Y;,; t €2} defined by
¥, =0.7Y, - 0.5Y,, +u, : u,~WN(0,6%) ; Vt € Z
ls it an AR(2) process?
Sol, :Since (z) = 1 - 0.7z + 0.52°
Hence the process is a realization of the AR(2) process. _



Ex.6-5 : The process {Y; ; t €2} defined by
Y,=u,+0.7u,_; ; u,~WN(0,2); VteZ
s an MA(1) process?

Sol.:Since B(z) =1+ 0.7z .




Ex.6-9: Find the autocorrelation of ARMA(1,1) assuming ¢, = 0.

Sol.: The ARMA(1,1) where ¢p, = O is:
Yi=¢p1 Y1 +u—01u; 4
The meanis:

EY,)=E(¢, Y, 1 +u,—0u,_()-> EY,)=¢,E(Y,_1)>EY,)=0

The Variance is :

Yo=E[(P1Yig +up — Oqupq)(Ppg Vg +up — O1u;q)]
= qblyﬂ +o*+ Blcr —2¢,0,0* ; where E{upy,Yes) = o

_ (1+67-2¢,0, )0’
1-¢3




The covariance is :

¥1=E[Y; 1(¢1 ¥Yiq +u; — 01u;1)] = ¢y v — 6,67
Y2 =ElY;2(P1 Vig +us — 01w, 1) = P17
The autocorrelation is:

_hi_ (1-¢,0,)(¢1-0y)
Yo  1+67-2¢,0,
Pr=1Pr 1 ; Fork=2 B

P1




EX/6.10/ write the formula of ARMA(2,3) model by use back
shift operator.

Solution:

Y =01Y 1+ 0¥, 5 +tu,—0,u,_ 1 —0u;,_, —03u; 3
Y.(1—-0:8—0,8%)=u,(1—618 —0,B*—65B>)
Let(1— 0.8 — ,B%) = 0P

(1-648 - Bzﬁz — 93ﬂ3) =0p

Y. 0B = u,0p



